1. Training and Architecture Details

The training procedure is similar to the one used in standard GANs, which alternatively updates the generator and discriminators until converge.

The Adam optimizer [3] is used. The initial learning rate is set as 0.0002 and decreased by half for every 100 epochs (50 for COCO). The model is trained for 500 epochs in total (200 epochs for COCO). We configure the side outputs at 4 different scales where the feature map resolution is equal to 64², 128², 256², and 512², respectively. For the local image loss of these 4 side outputs, we set \( R_1 = 1, R_2 = 1, R_3 = 5, \) and \( R_4 = 5 \). For example, \( R_1 \) refers to 64². These numbers are not fine-tuned but are set empirically. We believe there exists better configurations to be explored.

All intermediate conv layers, except from the specified ones in Section 3.4, use 3×3 kernels (with reflection padding).

Some other normalization also layers are experimented (i.e. instance normalization [5] and layer normalization [11]) since they are used by recent advances [7, 2]. But the results are not satisfactory.

With respect to the generator, we use 1-repeat residual blocks for the generator till the 256² resolution. The input of the generator is a 1024×4×4 tensor. As the feature map resolution increases by 2, the number of feature maps is halved at 8, 32, 128, 256 sizes. To generate 512² images, we pre-train the generator to 256² due to the limitation of the GPU memory. We use a 3-repeat res-block followed by a stretching layer to upscale the feature map size to 32×512×512. and a linear compression layer to generate images. Since the 256² image already captures the overall semantics and details, to boost the training and encourage the 512² maintain this information, we use a l1 reconstruction loss to ‘self-regularize’ the generator.

2. More Qualitative Results and Analysis

In this section, we demonstrate more sample results for the three datasets.

Figure 1 compares our results with StackGAN. For each input, 6 images are randomly sampled. Furthermore, we visualize zoomed-in samples compared with StackGAN in Figure 2. Our results demonstrate obviously better quality, less artifacts, and less sharp pixel transitions.

Figure 4 shows the results on the CUB bird dataset. All the outputs of a model with different resolutions are also shown. As can be observed in this two figures, our method can generate fairly vivid images with different poses, shape, background, etc. Moreover, the images with different resolutions, which are side outputs of a single model, have very consistent information. More and more image details can be observed as the resolution increases. Figure 5 shows the results on the Oxford-102 flower dataset. Very detailed petals can be generated with photographic colors and saturability.

Figure 6 shows some sampled results on the COCO dataset. COCO is much more challenging than the other two datasets since it contains natural images from a wide variety of scenes containing hundreds of different objects. As can be observed in the shown samples, our method can still generate semantically consistent images.

However, it is worth to notice that, although our method significantly improves existing methods [6, 4] on COCO, we realize that generating fine-grained details of complex natural scenes with various objects is still challenging. Based on this study, we expect to further address this problem as the future study.

**Failure cases:** Although we observed that the majority of test data can result in successful outputs (at least one sample of a single input text), there are still observable failure cases. The major problems include obvious artifacts, minor semantic inconsistency (compared with groundtruth), loss of object basic shapes. Figure 3 shows these mentioned failure cases. To compare with StackGAN category by category, please refer to Table 3 left (in the main paper).
This is a tiny bird with a large protruding tan chest and a short black beak that has grey wings.

Medium sized bird, red crown to orange fades to his tail, orange abdomen and belly, wing edges are gray.

This small bird has black wings and a yellow and black spotted belly along with a small, pointy beak.

Figure 1. Sample results on CUB compared with StackGAN. For each input, 6 samples are shown with resolutions of $64^2$ and $256^2$, respectively. As can be obviously seen, our HDGAN can generate very consistent content in images of different resolutions. Moreover, our generated images show more photographic color and contrast.
Figure 2. Zoomed-in samples compared with StackGAN. The best sample among 6 samples given an input text is selected. It can be clearly observed that our results show more smooth visual results. Especially, much less sharp pixel transitions exist in our results.

Figure 3. Illustration of failure cases due to artifacts, minor semantic inconsistency (compared with groundtruth), loss of object basic shapes. For each input text, we sampled ten samples. The figure shows a worst failed image (Sample 1) and a relative better image (Sample 2).
A small bird with a red crown and straight bill sits perched atop a branch

A small yellow/green bird with black wings and white wingbars

The bird has sharp pointed beak with grayish yellow throat, with white eyering

Figure 4. Sample results on CUB. For each input, 6 samples with resolutions of $64^2$, $128^2$, $256^2$, and $512^2$ are shown in 4 rows, respectively.
This flower is purple and red in color, and has petals that are striped.

This flower is pink and yellow in color, with petals that are skinny and oval.

Flower has petals that are pale pink with yellow stamen.

Figure 5. Sample results on Oxford-102. For each input, 6 samples with resolutions of $64^2$, $128^2$, and $256^2$ are shown in 3 rows, respectively.
Figure 6. Sample results on COCO. We show 8 \( 256^2 \) samples in very different scenes.
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