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Abstract—In Wireless Sensor Networks (WSN), data gathering using mobile sinks typically incurs constant propagation of sink location indication messages to guide the direction of data reporting. Such behavior is undesirable, especially when the sensor network scale increases, as frequent message flooding will cause serious congestion in network communication and significantly impair the sensor network lifetime. In this paper, we propose a proactive data reporting protocol, SinkTrail, which achieves energy efficient data forwarding to multiple mobile sinks, and effectively reduces the number of sink location broadcasting messages. SinkTrail is unique in two aspects: (1) it allows sufficient flexibility in the movement of mobile sinks to dynamically adapt to unknown terrestrial changes; and (2) without assistance of GPS or predefined landmarks, SinkTrail establishes a logical coordinate system for predicting and tracking mobile sinks’ locations, thereby significantly saves energy consumed during the data reporting process. We systematically analyze the impact of several design factors in SinkTrail and explore potential design improvements. The simulation results demonstrate that SinkTrail outperforms the Frequent Flooding Method (FFM) in finding shorter routing path and consumes 33.8% less energy at best.

I. INTRODUCTION

Wireless sensor networks (WSNs) are envisioned to consist of thousands of low-cost sensor nodes that are capable of gathering information from their immediate vicinity, processing sensed data, and communicating with each other via short-range radio links. A majority of WSN applications are concerning environmental information collection, e.g., habitat monitoring [13], and precision agriculture [10]. In these applications, sensor nodes are deployed in wild areas with few human interventions. Since sensor nodes have limited battery life, energy saving is of paramount importance in the design of sensor network protocols.

Recent research on data collection reveals that, rather than reporting data through long, multihop, and error-prone routes to a static sink using tree or cluster network structure, allowing and leveraging sink mobility is more promising for energy efficient data gathering [1]. Mobile sinks, such as animals or vehicles equipped with radio devices, are sent into a field and communicate directly with sensor nodes. As such data transmission path is greatly shortened and energy consumption for relaying is reduced.

However, data gathering using mobile sinks introduces new challenges to sensor network applications. As sink location changes constantly, routing algorithms designed for static sink are no longer suitable. For a WSN that consists thousands of sensors, gathering data by querying each sensor node individually will incur significant delay, thus is not feasible for many applications. Although several mobile elements scheduling (MES) protocols have been proposed to achieve efficient data collection via controlled sink mobility [12], [19], [24], determining a perfect moving trajectory for a mobile sink is itself an NP-hard problem [12], and may not be able to adapt to constrained access areas and changing field situations. One example is precision agriculture applications, where mobile sinks collecting data most likely follow trails or field boundaries in order to not damage crops, and change trajectories dynamically according to farmland situations.

Data dissemination protocols, such as Directed Diffusion [8] and DRP [2], suggest that a mobile sink announce its location information frequently throughout the network. We refer to this class of methods as Frequent Flooding Method (FFM). An example data reporting path of FFM is presented using black solid route shown in Fig. 1. FFM consumes large amount of energy on broadcasting, and wastes extra energy to detour large data packets (originally target at previous sink location, now change to current sink location). To improve...
the scalability and energy efficiency in FFM, we require data to be transmitted via the shortest route to the mobile sink’s future locations, as observed in the red dashed route in Fig. 1. Therefore if sensors can predict the mobile sink’s movement, the energy consumption would be greatly reduced and data packets handoff would be smoother.

In this paper we propose SinkTrail, a proactive, greedy data forwarding protocol that is self-adaptive to various application scenarios. In SinkTrail, mobile sinks move continuously in the field in relatively low speed, and gather data on the fly. Control messages are broadcasted at certain points in much lower frequency than FFM. These positions are viewed as “footprints” of a mobile sink. Viewing each footprint as a virtual landmark, it is easy for a sensor node to identify its hop count distances to these landmarks. These hop count distances combined represent the sensor node’s coordinate in the logical coordinate space. Similarly, coordinate of the mobile sink is its hop count distances from the current location to previous virtual landmarks. Having the destination coordinate and its own coordinate, each sensor node greedily selects next hop with the shortest logical distance to the mobile sink. As a result SinkTrail solves the problem of movement prediction for data gathering with mobile sinks.

Our contributions for proposing SinkTrail are three-fold: first, we propose a unique logical coordinate representation for tracking mobile sinks without assistance of GPS devices or predefined landmarks. Second, we design a novel low-complexity dynamic routing protocol for data gathering with one or multiple mobile sink(s), which effectively reduces average route length and lower total energy consumption. Third, the impacts of several design parameters of SinkTrail are explored, and improvements to the original SinkTrail protocol are also suggested to guide the deployment in real-world applications.

The rest of this paper is organized as follows. Section II presents related work. The protocol design is introduced in Section III. Performance of SinkTrail is analyzed and investigated in Section IV. Section V proposes design improvements to SinkTrail, and Section VI concludes with a summary of our work.

II. RELATED WORK

Due to its energy efficient property, leveraging mobile sinks in sensor data collection becomes popular in the past few years. In this section we review related research of this topic. At the first look, multicasting is the most natural solution to track the moving mobile sink. In [7], a spatial-temporal multicast protocol is proposed to establish a delivery zone ahead of mobile sink’s arrival. Control messages are flooded to wake up nodes in the delivery zone. Similarly, Park et al. [15] proposed DRMOS that divides sensors into “wake-up” zones to save energy. Fodor et al. [5] lowered communication overhead by proposing a restricted flooding method; routes are updated only when topology changes. Lou et al. [11] proposed that a mobile sink should move following a circle trail in deployed sensor field to maximize data gathering efficiency. One big problem of the multicasting methods lies in its flooding nature. Moreover, these papers either assumes mobile sinks move at fixed velocity and fixed direction, or move following a fixed pattern, which largely confine their application. The SinkTrail protocol with message suppression minimizes the flooding effect of control messages without confining mobile sink’s moving, thus is more attractive in real-world deployment. Another solution utilizes opportunistic data reporting. For instance in [17] the authors studied data collection performance when a mobile sink presents at random places in the network. The method relies heavily on network topology and density, and suffers scalability issues when all data packets are forwarded repeatedly in the network.

Another category of methods, called mobile element scheduling (MES) algorithms [3], [12], [19]–[21], [24], considered controlled mobile sink mobility and advanced planning of mobile sink’s moving path. Ma et al. [12] focused on minimizing the length of each data gathering tour by intentionally controlling the mobile sink’s movement to query every sensor node in the network. When data sampling rates in the network are heterogeneous, scheduling mobile sinks to visit hot-spots of the sensor network becomes helpful. Example algorithms can be found in [3], [20], [21]. Although the MES methods effectively reduce the data transmission cost, they require a mobile sink to cover every node in the sensor field, which makes it hard to accommodate to large-scale, and introduces high latency in data gathering. Even worse, finding an optimal data gathering tour in general is itself an NP-hard problem [12], and constrained access areas or obstacles in the deployed field pose more complexity. Unlike MES algorithms, SinkTrail, with almost no constraint on the moving trajectory of mobile sinks, achieves much more flexibility to adapt to dynamically changing field situations while still maintains low communication overhead.

SinkTrail uses sink location prediction and selects data reporting routes in a greedy manner. Previous research proposed location prediction and proactive data reporting can be found in [9] and [22] respectively. In [9] the authors used sequential Monte Carlo theory to predict sink locations. The TTDD protocol suggested in [22], constructed a two-tier data dissemination structure to enable fast data forwarding. It allowed nodes that are data sources proactively report data to the mobile sink. SinkTrail differs from these two papers in that it employs a different prediction technique that has lower complexity, and does not rely on the assumption of location-aware sensor nodes, which could be impractical for some real-world applications. The routing protocol of SinkTrail is inspired by recent research on virtual coordinate routing [6], [14], [16]. Rao et al. [16] proposed a greedy algorithm for data reporting using logical coordinates rather than geographic coordinates. Fonseca et al. [6] presented vector form virtual coordinates, in which each element in the vector represented the hop count to a landmark node. SinkTrail adopts this vector representation, and uses past locations of the mobile sink as virtual landmarks. To the best of our knowledge, we are the first to associate mobile sink’s “footprint” left at moving
path with routing algorithm construction. The vector form coordinates, called trail references, are used to guide data reporting without knowledge of the physical locations and velocity of the mobile sink.

III. SinkTrail Protocol Design

A. Problem formulation

We consider a large scale, uniformly distributed sensor network \(\mathbb{N}\) deployed in an outdoor area of irregular shape shown in Fig. 2. Nodes in the network communicate with each other via radio links. We assume the whole sensor network is connected, which is achieved by deploying sensors densely. We also assume sensor nodes are awake when data gathering process starts (by synchronization or a short “wake up” message). In order to gather data from \(\mathbb{N}\), we periodically send out some mobile sinks into the field. These mobile sinks are assumed to have sufficient power and equipped with radios and processors. A data gathering process starts from the time mobile sinks enter the field and terminates when: (1) enough data are collected (measured by a user defined threshold); and (2) there are no more data reports in a certain period. The SinkTrail protocol is proposed for sensor nodes to proactively report their data back to one of the mobile sinks. To illustrate our data gathering algorithm clearly, we first consider the scenario where there is only one mobile sink in \(\mathbb{N}\). The multiple mobile sinks scenario is discussed later.

B. SinkTrail protocol with one mobile sink

Algorithm 1 Mobile sink’s moving strategy

```
/* Initialization */
2: msg.seqN ← 0;
   msg.hopC ← 0;
4: Announces step size parameter \(K\)
   /* Moving strategies */
6: while Not get enough data or Not timeout do
   Move to next trail point;
8:   msg.seqN ← msg.seqN +1;
   Stop for a very short time to broadcast trail message;
10:   Concurrently listen for data report packets;
end while
12: End data gathering process and exit;
```

During the data gathering process, the mobile sink moves around in \(\mathbb{N}\) with relatively low speed, and keeps listening for data report packets. It stops at some place for a very short time, broadcasts a message to the whole network, and moves on to another place. We call these places “Trail Points”, and these messages “Trail Messages”. Example trail points are shown in Fig. 2. Let \(\gamma\) be the average transmission range, which is also one hop distance of radio transmission. Apparently two adjacent trail points should be separated by a distance longer than \(\gamma\). To facilitate mobile sink tracking, we restrict that the distances between any two trail points are the same, denoted as \(K\gamma, K \geq 1\). However, distribution of these trail points doesn’t necessarily follow any pattern. A trail message is a very short radio message sent by a mobile sink, it contains a sequence number (msg.seqN) and a hop count (msg.hopC) to the sink. The time interval between a mobile sink stops at one trail point and arrives at the next trail point is called one “move”. There are multiple moves during a data gathering round. The moving strategy of a mobile sink is summarized in Algorithm 1.

In the SinkTrail algorithm, we use vectors called “Trail References” to represent logical coordinates in a network. The trail reference maintained by each node is used as a location indicator for greedy packet forwarding. All trail references are of the same size. We use the following notations throughout the protocol description.

- \(n_i\): sensor node \(i\)
- \(N\): total number of sensor nodes in \(\mathbb{N}\)
- \(S\): mobile sink
- \(M\): number of mobile sinks
- \(v_i\): trail reference of node \(i\)
- \(e_j\): the \(j\)th element in \(v_i\)
- \(d_i\): trail reference size, \(d_i = |v_i|\)
- \(b\): average number of neighbors of each node
- \(\pi_j\): the \(j\)th trail point of \(S\)
- \(K\): step size parameter for one move (a step of \(K\) hop counts is \(K\gamma\))

A sensor node has three functional states in the SinkTrail algorithm: “Prepare”, “Ready”, and “Post”. Fig. 3 displays the state transition of the sensor node. This state transition procedure consists mainly two phases. The first phase, called logical coordinate space construction, starts when the first
Algorithm 2 Trail reference update algorithm

\begin{algorithm}
\caption{Trail reference update algorithm}
\begin{algorithmic}[2]
\STATE /* Data gathering process is not over do */
\WHILE {Not over do}
\IF {msg.seqN > \lambda}
\STATE \lambda \leftarrow msg.seqN;
\STATE \textbf{Shift} \text{\textit{v}}_i \textbf{to left by one position};
\STATE \text{e}_i^{d_i} \leftarrow \text{msg.hopC} + 1;
\STATE msg.hopC \leftarrow \text{msg.hopC} + 1;
\STATE \textbf{Rebroadcast message};
\ENDIF
\IF {msg.seqN = \lambda}
\STATE \textbf{Compare} \text{e}_i^{d_i} \textbf{with} (\text{msg.hopC} + 1);
\IF {e_i^{d_i} > (\text{msg.hopC} + 1)}
\STATE \text{e}_i^{d_i} \leftarrow \text{msg.hopC} + 1;
\STATE msg.hopC \leftarrow \text{msg.hopC} + 1;
\STATE \textbf{Rebroadcast message};
\ELSE
\STATE \textbf{Discard the message};
\ENDIF
\ENDIF
\STATE /* Reset Variables */
\FOR {j = 1, \ldots, d_v}
\STATE e_j \leftarrow -1;
\ENDFOR
\STATE \lambda \leftarrow -1;
\ENDWHILE
\end{algorithmic}
\end{algorithm}

1) Logical coordinate space construction: At beginning, all the trail references are initialized to $[-1, -1, \ldots, -1]$ of size $d_v$. After the mobile sink $S$ enters the field, it moves to its first trail point $\pi_1$, and broadcasts a trail message to all the sensor nodes in $\mathcal{N}$. The trail message--$<\text{msg.seqN}, \text{msg.hopC}>$--is set to $<1, 0>$, indicating that this is the first trail message from trail point one, and the hop count to $S$ is zero.

The nodes nearest to $S$ will be the first ones to hear this message. To check the “freshness” of a message, a node $n_i$ needs to compare the sequence number carried in this trail message with its $\lambda$, which represents the latest sequence numbers $n_i$ has seen. And $\lambda$ is reset to $-1$ after each data gathering process finishes. If this is a new message, the $\lambda$ variable will be updated by the new sequence number. And node $n_i$’s trail reference $\text{v}_i$ is updated as follows. First, every element in $\text{v}_i$ is shifted to left by one position. Then, the hop count in the received trail message is increased by one, and replaces the right-most element $e_i^{d_v}$ in $\text{v}_i$. After $n_i$ updates its trail reference, this trail message is rebroadcasted with the same sequence number and an incremented hop count. The same procedure repeats at all the other nodes in $\mathcal{N}$. Within one move of $S$, all nodes in the network have updated their trail references according to their hop count distances to $S$’s trail point $\pi_1$. If a node receives a trail message with a sequence number equals to $\lambda$, but has a smaller hop count than it has already recorded, then the last hop count field in its trail reference is updated, and this trail message is rebroadcasted with the same sequence number and an incremented hop count. Trail messages that has sequence number less than $\lambda$ will be discarded to eliminate flooding messages in the network. The steps described in Algorithm 2 summarizes the operations to update a trail reference. During the data gathering procedure, a node’s trail reference needs to be updated every time a new trail message is received.

After each node in the network received $d_v$ distinct trail messages, the logical coordinate space is established. A snapshot of a part of the network $\mathcal{N}$ is shown in Fig. 4. Trail references, such as $[3, 1, 3]$ or $[4, 2, 2]$, are considered logical coordinates of the sensor nodes in a network.

2) Destination identification: The procedure of the SinkTrail algorithm described here is a flexible and straightforward way of logical coordinate space construction. Rather than scheduling a mobile sink’s movement, it allows a mobile sink to spontaneously stop at convenient locations according to current field situations. These sojourn places of a mobile sink, named trail points in SinkTrail algorithm, are footprints left by a mobile sink, and provide valuable information for tracing the current location of a mobile sink. Viewing these footprints as virtual sinks or landmarks, hop count information reflects the moving trajectory of a mobile sink. A logical, $d_v$-dimensional coordinate space is then established.

One advantage of SinkTrail is that the logical coordinate of a mobile sink keeps invariant at each trail point, given the continuous update of trail references. This is because the mobile sink’s hop count distance to its previous $d_v - 1$ footprints are always $K(d_v - 1), K(d_v - 2), \ldots, K$, and 0 to its current location. Therefore the logical coordinate $[K(d_v - 1), K(d_v - 2), \ldots, 0]$ represents the current logical location of the mobile sink. We call this coordinate “Destination Reference”. This destination reference does not necessarily require a mobile sink to have linear moving trajectory. Although arbitrary movement of a mobile sink may deteriorate the accuracy of destination reference, it can still serve as a guideline for data reporting. Here we set $K = 1$ and $d_v = 3$ to ease our presentation. A large value of $K$ means even less broadcast frequency. (The impacts of mobile sinks’ moving pattern and broadcast frequency are investigated in section IV).
Refer to Fig. 4, assume $S$ is at trail point 3 now, then its destination reference should be $[2, 1, 0]$. When $S$ moves to trail point 4, the coordinate space is updated based on trail points 2, 3, and 4, and destination reference of the mobile sink is still $[2, 1, 0]$.

**Algorithm 3** Greedy data forwarding algorithm

1. /* Start a timer */
2. if All elements of the trail reference are updated then
   Start timer $T_1 = T_0 - \mu \times e^{d_v}$
3. Exchange trail references with neighbors end if
4. /* When timer expires */
5. Set destination as $[(d_v - 1), \ldots, 2, 1, 0]$
6. /* Probe mobile sink */
7. if A mobile sink is within radio range then
8. Send data to the mobile sink directly end if
9. else
10. Choose the neighbor closest to destination as the next hop
   Forward all data to next hop end if

3) **Greedy forwarding**: Once a node has updated the 3 elements in its trail reference (we use $d_v = 3$ for easy understanding and clear presentation), it transfers from “Prepare” state to “Ready” state, and starts a timer that is inverse proportional to the right-most element in its trail reference. For example, in Fig. 4, node $n_5$’s trail reference is $[4, 2, 3]$, then the duration of its timer is set to $T_5 = T_0 - \mu \times 3$. Here, $T_0$ and $\mu$ are predefined constants. The choice of timer function, $T_0$, and $\mu$ may vary. However, we assume the timer durations are significantly longer than the propagation time of a trail message, so that timers on all nodes are viewed as starting at the same time. This timer mechanism is mainly used to differentiate data reporting orders. Since the rightmost element in a node’s trail reference is the latest hop count information from this node to a mobile sink, the inverse proportional timers ensure that nodes faraway from $S$ have shorter timer durations than those close to $S$, thus will start data reporting first. When a node’s timer expires, it goes into “Post” state, and initiates the data reporting process.

Every sensor node in the network maintains a routing table of size $O(1)$ consisting all neighbors’ trail references. This routing table is built up by exchanging trail references with neighbors, as described in Algorithm 3; and it is updated constantly. Although trail references may not be globally identifiers, since route selection is conducted locally, they are good enough for the SinkTrail protocol. Because each trail reference has only 3 numbers, the size of exchange message is small. When a node has received all its neighbors’ trail references, it calculates their distances to the destination reference, $[2, 1, 0]$, according to 2-norm vector calculation, and greedily choose the node with the smallest distance as next hop to relay data. If there is a tie we randomly choose one. The complete procedure of greedy forwarding is presented in Algorithm 3. Take the network in Fig. 4 as an example, when node $n_5$ decides to report its data, it compares $n_3$ and $n_4$’s vector distance with $[2, 1, 0]$. Since $n_3$’s distance to $[2, 1, 0]$ is $\sqrt{T}$, and $n_4$’s distance is 3, $n_4$ is chosen as the next hop of $n_5$.

C. **SinkTrail protocol with multiple mobile sinks**

The proposed SinkTrail protocol can be readily extended to multiple mobile sinks scenario with small modifications. When there are more than one sink in a network, each mobile sink broadcasts trail messages following Algorithm 1. Different from one sink scenario, a sender ID field, $msg.sID$, is added to each trail message to distinguish them from different senders.

**Algorithm 4** Trail reference update algorithm for multiple mobile sinks

```plaintext
while Data gathering process is not over do
1. /* Receive a trail message */
2. if New mobile sink ID then
3. Create $v_i.mID$;
4. Create $\lambda.mID$;
5. else
6. /* Message from a previously seen mobile sink */
7. if $msg.seqN > \lambda.mID$ then
8. Shift $v_i.mID$ to left by one position;
9. $e^{d_v} \leftarrow msg.hopC + 1$;
10. $msg.hopC \leftarrow msg.hopC + 1$;
11. Rebroadcast message;
12. else if $msg.seqN = \lambda.mID$ then
13. Compare $e^{d_v}$ with $(msg.hopC + 1)$;
14. if $e^{d_v} > msg.hopC + 1$ then
15. $e^{d_v} \leftarrow msg.hopC + 1$;
16. $msg.hopC \leftarrow msg.hopC + 1$;
17. Rebroadcast message;
18. else
19. Discard the message
20. end if
21. else if $msg.seqN < \lambda.mID$ then
22. Discard the message;
23. end if
24. end if
25. /* Reset variables */
26. $v_i.prototype \leftarrow [-1, -1, \ldots, -1]$ of size $d_v$;
27. $\lambda.prototype \leftarrow -1$;
end while
```

Algorithms executed on the sensor node side should be modified to accommodate multi-sink scenario as well. Instead
Algorithm 5 Greedy data forwarding algorithm for multiple mobile sinks
1:/* Start a timer */
2: if All elements of the trail reference are updated then
3: // Start timer $T_1 = T_0 - \mu \times e^{\alpha w}$
4: Exchange trail references with neighbors
5: end if
6: /* When timer expires */
7: Set destination as $[(d_0 - 1), \ldots, 2, 1, 0]$
8: /* Probe mobile sink */
9: if A mobile sink is within radio range then
10: Send data to the mobile sink directly
11: Compare neighbors’ trail references with destination reference
12: in already established logical coordinates
13: Choose the neighbor closest to any mobile sink as the next hop
14: Forward all data to next hop
end if

IV. PERFORMANCE ANALYSIS

The total energy cost during each data gathering process comes from three sources in the proposed SinkTrail routing protocol: data packet forwarding, routing table maintenance, and trail message transmission, as shown in Equation 1:

$$E_{total} = E_{data} + E_{routing} + E_{trail}$$  \hspace{1cm} (1)

Next we define energy cost of each source. Before we proceed the following notations are used for analysis. Let the energy cost for transmitting or receiving a trail message be $\alpha$, and the cost for a data packet be $\beta$ \footnote{In practice, energy cost for transmitting and receiving might be slightly different}. We have $\beta >> \alpha$ since compared to trail messages, data packets have much larger data size, which is proportional to the energy cost for radio transmission. We also have $N$ sensor nodes and $M$ mobile sinks in the whole network $N$. Two factors affect the energy cost of forwarding: number of data packets and the average route length. The data packets number is invariant for fixed size network. However, the average route length may vary in different routing protocols. Here we use a function $R()$ to calculate the average route length in SinkTrail. The function accepts two parameters: moving pattern of a mobile sink $P_{move}$ and network size $N$. As such the data packet forwarding energy cost is estimated by:

$$E_{data} = f(\beta \times R(P_{move}, N) \times N)$$  \hspace{1cm} (2)

In SinkTrail, the energy consumption for each node to maintain local routing information is linearly proportional to the number of its neighbors. In addition, if there are multiple mobile sinks, the energy consumption increases as each node keeps different trail references for these mobile sinks. Therefore, the energy cost for routing information maintenance is summarized in Equation 3:

$$E_{routing} = g(b \times N \times M)$$  \hspace{1cm} (3)

Trail messages are control information used for constructing and updating the logical coordinate space. According to SinkTrail the total number of trail messages depend on the network size, the number of trail points visited by each mobile sink, and the number of mobile sinks in $N$. The energy consumption for trail message transmission is given in Equation 4:

$$E_{trail} = h(\alpha \times N \times D_n \times M)$$  \hspace{1cm} (4)

In the later parts of this section we discuss potential energy consumption impact of design parameters of the SinkTrail protocol. Some of the parameters may contribute positively to the overall system performance, while for the others, we need to find a tradeoff value balancing average route length and protocol overhead. To validate the discussion we developed a C++ package implementing the SinkTrail protocol, and conducted extensive simulations for different scenarios.

A. Moving patterns of a mobile sink

First we examine how the moving pattern of a mobile sink can affect the system performance, as directional change in a mobile sink’s movement is unavoidable due to occasional...
obstacles depicted in Fig. 2. To numerically model the moves conducted by the mobile sink, we trace the moving trail of a mobile sink on a plain and measure the directional change at each trail point. Specifically, suppose at some time the mobile sink arrives at trail point $\pi_i \in \Pi$, we define the angular displacement $\Delta \theta_i$ as the angular variation of moving directions. Fig. 6(a) illustrates an example of recorded angular displacements at multiple trail points. As a result, the accumulative angular displacement of a mobile sink becomes a quantitative metric for the moving pattern. In Fig. 6(b-d) we depict three representative moving patterns performed by a mobile sink. In simulation, we distributed sensor nodes in a grid topology, and separated adjacent nodes by 1 unit distance. The network size varied from $20 \times 20$ to $40 \times 40$ (with step size 1). The radius of the radio range for each sensor node is set to 2. Hence each node has about 5 to 12 neighbors, which is in accordance with realistic situations. We also designate $\beta$ to be 20 times of $\alpha$ in the simulation [23]. The performance of SinkTrail is inspected in terms of average route length and overall energy consumption. Three moving patterns including circular, random, and linear moves are compared. The results are shown in Fig. 7 and Fig. 8.

Fig. 7. Impact of moving patterns: average route length
Fig. 8. Impact of moving patterns: energy consumption

From these two figures we observe that, both the average route length and energy consumption increase as the network size grows. For the three moving patterns, linear movement incurs the least energy consumption and the shortest average route length. As to the circular movement case, the mobile sink changes its direction regularly and smoothly, leading to performance close to the linear movement case. Finally, for the random move case, the results vary in a wide range. This is because it is difficult to predict the behaviors of random movement as trail messages are broadcasted at random intervals. Therefore, the overall system performance may suffer greatly when the directional change is radical at some trail point. Although SinkTrail does not place any moving restriction in general, changing directions strategically in a smooth and regular manner are much better than radical and unpredictable moving in SinkTrail.

B. Number of mobile sinks

We are interested in finding out how the number of mobile sinks will affect the overall system performance. In the multiple mobile sink scenario, several logical coordinate spaces are constructed concurrently and data packets are forwarded to the destination reference via the shortest path in any coordinate space. It is natural to think that increasing the number of mobile sinks will reduce the average route length, thus will decrease the total energy consumption. Nonetheless, more mobile sinks also impose heavier burdens for trail message broadcasting and routing information maintenance. Even worse, multiple number of mobile sinks in a network aggravate control traffic congestion and communication delays, which will in turn result in higher packet loss and retransmission rate. To acquire visualized results on the impact, we simulate the multiple mobile sink scenario using the aforementioned simulation setup. The number of mobile sinks used is up to 3 and they are injected into the network at the same time. For fair comparison all the mobile sinks moved randomly in different routes, and broadcasted at the same frequency. We averaged the results of 20 simulation runs and the results are exhibited in Fig. 9 and Fig. 10. The trends shown in the figures confirm our analysis. The average route length is reduced by 56.8% and 72.5% for 2 and 3 sinks respectively; while for the total energy cost, using more mobile sinks increases trail messages and routing table costs, thereby yield to 17.6% and 51.4% energy consumption increment for 2 and 3 sinks respectively. Overall, defining route length deduction over extra energy cost as performance price ratio, we have 3.22 for 2 sinks and 1.4 for 3 sinks scenario. According to this, we conclude that adding multiple sinks is more suitable for applications with tight data gathering deadlines.

C. Trail message broadcasting frequency

The impact of sink broadcasting frequency is two-sided. If the mobile sink broadcasts its trail messages more frequently, sensor nodes will get more up-to-date trail references, which is helpful for locating the mobile sink. On the other hand, frequent trail message broadcasting results in heavier transmission overhead. Suppose the time duration between two consecutive message broadcasting is $\Delta t$, we derive a general range of $\Delta t$ to guide the proper implementation of SinkTrail.

Assume the trail message is transmitted instantaneously, then $\Delta t$ is determined by mobile sink’s traveling time $\Delta t_m$ between two consecutive trailing points and sojourn time $\Delta t_s$ at each trail point:

$$\Delta t = \Delta t_m + \Delta t_s \quad (5)$$
Given the average mobile sink moving speed \( \tau \), we first formulate the lower bound for \( \Delta t \). Note that it is useless for the mobile sink to broadcast multiple times before it moves out of the sensor node’s radio range, as all these broadcast messages will have the same hop counts. Hence the first restriction is that two trail points should be separated by a distance longer than sensor node’s average radio range \( \gamma \), we have:

\[
\tau \times \Delta t_m > \gamma \tag{6}
\]

Combining Equation 5 and Equation 6 makes \( \Delta t > \frac{\tau}{\nu} + \Delta t_s \). In addition, for each transmission, the time duration should be long enough for a trail message to permeate the whole network, let this permeation time be \( \varphi \), the lower bound of \( \Delta t \) is \( \max\{\frac{\tau}{\nu} + \Delta t_s, \varphi\} \).

On the other hand, the upper bound of \( \Delta t \) is application specific. If the data gathering process is expected to finish in \( \Psi_{total} \) time, then during this time, the mobile sink should at least traversed all the \( d_s \) trail points. Therefore we have \( \Delta t < \frac{\Psi_{total}}{d_s} \). In summary, the range of \( \Delta t \) is given by:

\[
\Delta t \in \left[\max\left\{\frac{\tau}{\nu} + \Delta t_s, \varphi\right\}, \frac{\Psi_{total}}{d_s}\right] \tag{7}
\]

Once \( \Delta t \) is determined, we can derive the step size parameter \( K \) as follows:

\[
\Delta t_m \times \tau = K \times \gamma \\
\Rightarrow K = \frac{\Delta t_m \times \tau}{\gamma} \tag{8}
\]

As this theoretical range of \( \Delta t \) is very broad and application specific, in Fig. 11 and Fig. 12 we plotted some simulation results for a number of broadcasting frequencies. The broadcasting frequency is varied from 4 to 20 per time unit. We can see that increasing the broadcasting frequency does benefit the average route length, as trail references are refreshed in a timely fashion. However higher update frequency propagates more messages, thereby incurring more energy consumption, especially for large network size. It is important to find a tradeoff point balancing different requirements when it comes to real application implementation.

**D. Comparison with FFM**

To validate the effectiveness of SinkTrail, we implemented a basic version of the FFM approach as mentioned in section I, and claim the performance advantage of SinkTrail through comparison. In the FFM, whenever a mobile sink moves to a different location, it broadcasts current position to the whole network. As this message propagates a routing tree is established. Each node reports back its sensed data to parent node and finally, all data are merged to the root. This FFM approach suffers from losing track of the sink when broadcasting is infrequent. To ensure fair comparison, we set broadcast frequency to 20 per time unit in simulation. Moreover, when multiple mobile sinks coexist in the network, each sensor node needs to choose from multiple parent nodes for data reporting. Therefore FFM needs lots of modifications to accommodate the multiple sink scenario. Due to the page limit, we used one mobile sink in this set of simulations. The mobile sinks move randomly in both algorithms. We set the data gathering threshold to 98%. From Fig. 13 and Fig. 14 we observe that SinkTrail protocol outperforms FFM for every experimental network size. The energy consumption saving is on average 19.34% with a route length deduction of 57.69% for one sink SinkTrail. All these results validate the conclusion that SinkTrail helps mobile sink to achieve energy efficient data gathering in wireless sensor networks.

**V. Design Improvements**

In this section we propose two methods for potential performance improvement of SinkTrail. Both methods aim at reducing transmission cost during data gathering. First we consider using data aggregation to cut down the number of data packets transmitted. Next we decrease the number of trail messages due to flooding using extra state storage at each sensor node. The performance improvements of both methods are evaluated through simulations.

**A. SinkTrail protocol with data aggregation**

Data aggregation is a popular method for saving energy in sensor networks [4]. From Equation [1], a majority part of energy consumption comes from data packets transmission. Therefore we can save energy by reducing the overall amount of data through data aggregation in intermediate sensor nodes. Recall that the timer mechanism used in Algorithm 3 and Algorithm 5 ensures sequential data reporting based on position of each sensor node, which is helpful to perform data aggregation in SinkTrail. For example, for applications collecting overall precipitation within certain area in precision agriculture, we make the following modification to the
SinkTrail protocol. Before a node starts reporting its sensed data, it checks the data forwarding buffer. If there are more than one data packets in the buffer then the sensor node adds up all data and reports the result. Otherwise the node simply relays its sensed data to the next hop. Using the same network setup and one mobile sink, we simulated SinkTrail implementing the summation operation (SUM). We assume the energy cost for computation is negligible. Each intermediate node aggregates data with a predefined possibility. Here we set the data aggregation possibility from 0% to 80% with step size of 20%. Results shown in Fig. 15 validate the conclusion that data aggregation is able to significantly reduce the overall energy cost for data gathering.

B. SinkTrail protocol with trail message suppression

In SinkTrail, flooding trail messages to the whole network can be nontrivial for energy consumption. To suppress the effect of flooding, we minimize the scope of trail message broadcasting based on the following observation: when a node has finished data reporting and forwarding, trail reference updating becomes meaningless and results in huge waste of energy, especially for peripheral sensor nodes. Here we propose a message suppression method at a small cost of extra state storage at each sensor node. Each node maintains a state variable in its memory. Whenever a node finishes data reporting, it marks itself as “done”, and informs all its neighbor nodes. A node stops trail reference updating and trail message rebroadcasting whenever itself and all its neighbors are “done”. Again, this method is guaranteed by the timer mechanism which ensures sequential data packets reporting order from network peripheral to mobile sink’s current location. For accidental situations due to timer failure, a new data packet may arrive at a node that has already stopped trail reference updating. In that case old trail references are used. This may cause a longer routing path but the result is still acceptable for data reporting. We simulated the flood message suppression method of circular and linear moving patterns and included the informing message energy costs into implementation. The results are shown in Fig. 16. We observe that although modified SinkTrail spends extra costs of state storage and informing message transmission, the method effectively reduces energy consumption in all three moving patterns.

VI. DISCUSSION AND CONCLUSION

Based on the conceptual sensitivity analysis in section IV and section V, choices of the design parameters and improvements are summarized in Table I. This can be used as a guideline for real system design, and can also be used as performance metrics for comparison study with other schemes.

In this paper we proposed the SinkTrail protocol, a novel low-complexity, proactive data reporting protocol for energy efficient data gathering. SinkTrail uses logical coordinates to infer distances, and establishes data reporting routes by greedily selecting the shortest path to the destination reference. In addition, SinkTrail is capable of tracking multiple mobile sinks simultaneously through multiple logical coordinate spaces. It possesses desired features of geographical routing without constraints on geographic location information, regular sensor fields, and moving patterns of mobile sinks. Further, it eliminates the need of special treatments for special scenarios. We extensively investigate performance impact of various parameters used in SinkTrail and develop two design improvements: SinkTrail with data aggregation and SinkTrail with trail message suppression. The simulation results demonstrate that SinkTrail finds short data reporting routes and effectively reduces energy consumption.

We are currently working with collaborators in the GreenSeeker system. Through one-hop sensing, the GreenSeeker system applies the precise amount of Nitrogen adaptive to spatial and temporal dynamics of the farmland, increasing yield and reducing Nitrogen input expense [18]. Our proposed SinkTrail protocol can be further integrated with the GreenSeeker system to enable large-scale multihop sensing on demand and automate spray systems for optimal fertilizer and irrigation management.
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<table>
<thead>
<tr>
<th>Design parameters</th>
<th>Description</th>
<th>Average route length</th>
<th>Energy consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moving pattern</td>
<td>$f(\beta \times R(F_{move}, N) \times N)$</td>
<td>↓ (changing directions strategically in a smooth and regular manner will decrease average route length because of increased prediction accuracy)</td>
<td>↓ (saves energy because of reduced average route length)</td>
</tr>
<tr>
<td>Number of mobile sinks</td>
<td>-</td>
<td>↓ (more mobile sinks allows sensor nodes to choose a closest mobile sink)</td>
<td>≈ (tradeoff)</td>
</tr>
<tr>
<td>Broadcast frequency</td>
<td>$h(\alpha \times N \times D_{r} \times M)$</td>
<td>↓ (more up-to-date sink location information results in increased prediction accuracy)</td>
<td>≈ (tradeoff)</td>
</tr>
<tr>
<td>Data aggregation</td>
<td>-</td>
<td>↓ (saves energy because of reduced data size)</td>
<td></td>
</tr>
<tr>
<td>Message suppression</td>
<td>-</td>
<td>↓ (saves energy because of reduced protocol overhead)</td>
<td></td>
</tr>
</tbody>
</table>

TABLE I

Conceptual Sensitivity Analysis of Design Parameters