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#### Abstract

Wireless LANs have been densely deployed in many urban areas. Contention among nearby WLANs is locationsensitive, which makes some hosts much more capable than others to obtain the channel for their transmissions. Another reality is that wireless hosts use different transmission rates to communicate with the access points due to attenuation of their signals. We show that location-sensitive contention aggravates the throughput anomaly caused by different transmission rates. It can cause throughput degradation and host starvation. This paper studies the intriguing interaction between location-sensitive contention and time fairness across contending WLANs. Achieving time fairness across multiple WLANs is a very difficult problem because the hosts may perceive very different channel conditions and they may not be able to communicate and coordinate their operations due to the disparity between the interference range and the transmission range. In this paper, we design a MAC-layer time fairness solution based on two novel techniques: channel occupancy adaptation, which applies AIMD on the channel occupancy of each flow, and queue spreading, which ensures that all hosts and only those hosts in a saturated channel detect congestion and reduce their channel occupancies in response. We show that these two techniques together approximate the generic adaptation algorithm for proportional fairness.


## I. Introduction

Today, cities are crowded with wireless access points. For example, 12,276 access points were detected in London according to a RSA report in October 2008 [1]. At airport terminals, office buildings, homes and shops, a laptop can often find several to a few dozens of access points in usable range, most of which run the IEEE $802.11 \mathrm{~b} / \mathrm{g}$ protocol and each supports a WLAN. So many WLANs are located near one another. With only three non-overlapping channels in $802.11 \mathrm{~b} / \mathrm{g}$, communications in different WLANs will inevitably interfere with each other, giving rise to two intriguing problems.

The first problem is location-sensitive contention [2]. The contention resolution protocol, 802.11 DCF (Distributed Coordination Function), works well in a symmetric environment where all hosts are downloading content via the same access point. But it does not perform well in asymmetric settings that are common when hosts in nearby WLANs contend in the same channel. Depending on their relative spatial locations, some hosts may gain huge advantage in occupying the channel for their transmissions. As they obtain most of the channel bandwidth, hosts in other WLANs are starved.

Location-sensitive contention is very difficult to deal with because of two fundamental wireless properties. The first property is that contention is defined by the interference or carriersensing range, whereas communication happens within the transmission range. Consequently, contending hosts in different WLANs may not be able to explicitly exchange or implicitly overhear necessary information to coordinate their operations. They may not even know whom they contend with. The second
property is that hosts in different WLANs may sense very different channel conditions (in terms of channel idle time, transmission failure rate, or buffer occupancy) even when they contend in the same channel. When they observe the same channel in different states, if they cannot communicate (due to the first property), their reactions are bound to be different, causing unfairness. An extensive discussion on this issue can be found in [3].

The second problem is time-allocation anomaly. IEEE 802.11 b allows four different transmission rates, 11 Mbps , $5.5 \mathrm{Mbps}, 2 \mathrm{Mbps}$ and 1 Mbps . IEEE 802.11 g or 802.11 a allows eight different rates. The transmission rate of a wireless host is determined through auto rate fallback based on how reliably the host can communicate with the access point at a certain rate. The transmission rate will be lower if the host is further away from the access point or there are obstacles (such as walls) between them. It is well known that, if a single host in a WLAN chooses a low transmission rate, all other hosts in the same WLAN suffer with low throughput [4]. To address the above anomaly, researchers have proposed to replace throughput fairness with time fairness, in which all hosts occupy the channel for the same fraction of time. However, most prior work does not consider the impact of location-sensitive contention that exists among nearby WLANs.

On one hand, location-sensitive contention can push timeallocation anomaly to the extreme, allowing a low-rate host in one WLAN to obtain an excessive amount of channel time and starve the high-rate hosts in a nearby WLAN. On the other hand, location-sensitive contention makes time-allocation anomaly a much harder problem to solve because contending hosts in different WLANs may be outside of each other's transmission range (but within the interference or carriersensing range). Unlike a multihop wireless network that has a communication path between any two nodes, in our WLAN setting, there may not exist any node between two contending hosts to relay their information. Most prior solutions for time fairness have largely ignored the impact of location-sensitive contention. They either rely on a central coordinator [4], [5], [6], or assume that each host has certain knowledge about its contending hosts [7], that the contending hosts will sense the same channel condition [8], [9], or that all hosts in all WLANs mutually contend [3]. These assumptions do not hold in general.

In this paper, we solve the time fairness problem under location-sensitive contention among multiple WLANs. Loosely speaking, our solution, called AIMD/QS $+k$, ensures that each wireless host will receive a fair share of the channel time even when it has no way to know exactly whom it contends with. Precisely speaking, AIMD/QS $+k$ approximately achieves proportional fairness in channel time allocation for the hosts
across multiple WLANs. The design of AIMD/QS $+k$ is based on two novel techniques, called channel occupancy adaptation and queue spreading. The former applies additive increase multiplicative decrease on each host's channel occupancy. The latter accurately identifies which hosts saturate the channel during the time of congestion. For example, suppose two hosts, $x$ and $y$, in different WLANs cause congestion. Due to location advantage, $x$ can send out all its packets at the expense of lowered throughput at $y$. Hence, only $y$ detects congestion. To resolve congestion, both $y$ and $x$ should perform multiplicative decrease. If $y$ reduces its channel occupancy alone, $x$ will simply pick up the extra bandwidth and widen the unfairness. Without any means of communication, how can $y$ make sure that $x$ (but none of its other contending hosts that do not contribute to the current congestion) will join the channel-occupancy reduction? Remarkably, this problem can be solved in a fully distributed way without requiring the nodes to exchange information, overhear, or even know each other's existence. We demonstrate that AIMD/QS+ $k$ achieves almost perfect proportional fairness in scenarios where the existing solutions fail.

The rest of the paper is organized as follows. Section II gives the network model and problem definition. Section III describes the time-allocation anomaly and the location-sensitive contention. Section IV discusses the related work. Section V proposes our AIMD/QS+ $k$ solution. Section VI presents the simulation results. Section VII draws the conclusion.

## II. Network Model and Problem Definition

## A. Network Model

Consider a number of wireless access points that are deployed in an area. Each access point connects one or more wireless hosts to the Internet. Each host has a transceiver that can either transmit or receive at a time. An access point and its hosts form a WLAN. The access point selects a channel, i.e., a sub-band of the available frequency range, to communicate with its hosts. IEEE $802.11 \mathrm{~b} / \mathrm{g}$ has 11 channels, among which only three are non-overlapping. Transmissions in nearby WLANs that select the same or overlapping channels may interfere with one another. However, spatial channel reuse happens among distant WLANs that can use the same channel to transmit simultaneously without interference.

We use a node to refer to either an access point or a wireless host. The sequence of data packets sent from a node $x$ to a node $y$ constitute a MAC flow $(x, y)$. The transmission range of node $x$ defines the distance within which another node is able to decode the data transmitted by $x$. The interference range of node $y$ defines the distance within which another node's transmission will interfere with $y$ 's reception of a packet from $x$. The carrier-sensing range of node $x$ defines the distance within which another node's transmission will cause $x$ to sense a busy channel. To avoid collision, it should be set no less than the maximum interference range, which can be 1.78 times the transmission range as suggested in [10] (also the default value
used in ns-2). ${ }^{1}$.
We assume a DCF-like MAC protocol. Two MAC flows contend if the following conditions are met: (1) their transmissions are made in the same channel or in channels with overlapping frequency bands that cause interference, and (2) the sender of a flow can carrier-sense the transmission of the other flow or the receiver of a flow is interfered by the transmission of the other flow. If RTS/CTS is turned on, then contention also happens if the receiver of a flow can carrier-sense the transmission of the other flow. When the two flows $(x, y)$ and $(u, v)$ contend, we also say that node $x$ has a contending node $u$.

The transmission rate of a MAC flow $(x, y)$ is defined as the modulation rate of the sender $x$, at which $x$ transmits its bits in the channel. The channel occupancy (or occupancy for short) of a flow is defined as the fraction of a unit time during which the flow occupies the channel for transmission. It includes both the time for transmitting data packets and the time for control packets such as ACKs. The delivery rate of $(x, y)$ is defined as the average rate at which $y$ can successfully receive data from $x$. It is bounded by the transmission rate multiplied by the channel occupancy.

A maximal set of mutually contending flows is called a contention group, also known as a contention clique in the prior work [12], [13]. The flows in a contention group have to take turn to transmit. The sum of the channel occupancies for all flows in a group is called the aggregate occupancy of the group, which is bounded by one. A contention group is said to be saturated or congested if no flow can further increase its delivery rate without decreasing the rate of another flow in the group. Two flows in different contention groups may be able to transmit simultaneously due to channel spatial reuse. An example is given in Fig. 1, which has two contention groups: $g_{1}$ consists of $(w, z)$ and $(x, y) ; g_{2}$ consists of $(x, y)$ and $\left(u, v_{i}\right)$, $1 \leq i \leq 4$. Flows $(w, z)$ and $\left(u, v_{i}\right)$ can transmit at the same time.

## B. Problem Definition

When there is only one contention group, the time fairness problem is to equalize the channel occupancies of all MAC flows while fully utilizing the channel capacity. However, when there are more than one contention group, it is not always possible to equalize the flows' channel occupancies because each flow experiences different contention. Proportional fairness [14] has been introduced for such cases.

Let $F$ be the set of all MAC flows, $G$ be the set of contention groups, and $q=\left(q_{f}, f \in F\right)$ be a vector of feasible channel occupancies, such that $q_{f} \geq 0, \forall f \in F$, and $\sum_{f \in g} q_{f} \leq Q_{g}$, $\forall g \in G$, where $Q_{g}$ is the maximum aggregate occupancy that $g$ can have before it is congested. $Q_{g}$ will be smaller than one due to the protocol overhead of DCF. A feasible vector $q^{*}$ is proportionally fair if for any other feasible vector $q$, the sum of the proportional changes is non-negative [14], i.e., $\sum_{f \in F} \frac{q_{f}^{*}-q_{f}}{q_{f}^{*}} \geq 0$. It has been shown in [14] that this is
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Fig. 1. Three WLANs form two contention groups $g_{1}$ and $g_{2}$.
equivalent to find a feasible vector $q$ that maximizes the sum of a utility function $U\left(q_{f}\right)=\ln \left(q_{f}\right)$.

$$
\begin{align*}
& \text { maximize } \sum_{f \in F} U\left(q_{f}\right) \\
& \text { subject to } \sum_{f \in g} q_{f} \leq Q_{g}, \forall g \in G  \tag{1}\\
& q_{f} \geq 0, \forall f \in F .
\end{align*}
$$

Exactly solving the problem in a run-time environment is extremely hard due to the complex interaction among the contending flows, as we will elaborate in this paper. Our goal is to approximate the proportional time-fairness through a fully distributed, DCF-compatible solution. DCF-compatibility means that the solution does not require any modification to the DCF protocol or its random backoff algorithm, but it may retrieve some state information from the MAC layer and modify some MAC parameters (such as the size of the minimum contention window) on the fly.

We stress that the concept of contention group is introduced only to help us describe our solution. The operations in our distributed solution never need to actually identify which flows belong to each contention group or know the value of $Q_{g}$. In fact, $Q_{g}$ does not even have to be a constant. As it may drift over time, the optimal value for $q_{f}$ will also evolve. Our solution will dynamically converge the channel occupancies of the flows towards their current optimal values. Unlike the previous work that constructs the contention groups explicitly [12], [13], our solution does not do so because this is not always feasible in our general setting where nodes that contend may not know each other's identities. For example, in Fig. 1, if the distance between $z$ and $x$ is greater than the transmission range but smaller than the interference range, then $x$ has no way to know if it contends with one link or ten links.

## III. Time-Allocation Anomaly and Location-SEnsitive Contention

The time-allocation anomaly among hosts in a single WLAN is a well known fact [4]. DCF ensures that the MAC flows in a WLAN have equal chance to send their packets. In other words, each MAC flow will send roughly the same number of packets over long run. Suppose the flows have roughly the same average packet size. It will take more time for a flow with a smaller transmission rate to transmit a packet. Hence, DCF ends up giving more channel time to a MAC flow with a smaller transmission rate, which effectively keeps the channel operate at the smaller rate more often, reducing the WLAN's overall throughput.
We observe that time-allocation anomaly exists among hosts in nearby WLANs even when the transmission rates of all hosts


Fig. 2. Two MAC flows in different WLANs contend.


Fig. 3. Channel occupanies of the flows in Fig. 2 under DCF. Left plot: both flows transmit at 11 Mbps . Right plot: flow $(x, y)$ transmits at 11 Mbps and flow $(u, v)$ at 1 Mbps . Simulation setup in ns2: The length of each wireless link is 150 m , the interference range is 1.78 times the length of the wireless link [10], the transmission range is 250 m , and the carrier-sensing range is 550 m . The packet size is 1000 bytes.
are the same. We perform simulation on the network in Fig. 2, which models the scenario of two neighboring homes whose WLANs operate in the same channel. All simulations in the paper are performed on ns-2 [15]. When the transmission rates of both links are 11 Mbps , the simulation result in the left plot of Fig. 3 demonstrates that the channel occupancies of the two flows are very different and dependent on the distance between $y$ and $u$. The hidden-terminal problem arising in Fig. 2 was first documented and analyzed in [16], which, however, does not consider the fact that the carrier-sensing range and interference range are greater than the transmission range. Readers are referred to [3] for a much more detailed explanation on the cause of location-sensitive contention in this network.

Now, if we add different transmission rates on top of location-sensitive contention, they drive the time-allocation anomaly problem to the extreme. In Fig. 2, when the transmission rate of $(x, y)$ is 11 Mbps but the transmission rate of $(u, v)$ is 1 Mbps , the simulation result in the right plot of Fig. 3 shows that the channel occupancy of $(x, y)$ is almost zero when the distance between $y$ and $u$ is less than 250 m .

## IV. State of the Art

In this section, we discuss the distributed time fairness solutions without a central coordinator [4], [5], [6]. TFCSMA [7] assumes that each node knows the number of its contending nodes, which is needed in computing the node's target throughput (equivalent to the delivery rate in this paper). This is however not always feasible. Suppose the carrier-sensing range is twice of the transmission range. Because the area within the carrier-sensing range is four times the area within the transmission range, the number of contending nodes that cannot be identified can be much greater than the number of nodes that can be identified, which will seriously affect the performance of TFCSMA. A similar problem exists for all solutions that require nodes to collect each other's information through overhearing.

Idle Sense [8] assumes that all nodes sense the same idle time in the channel. It works well for a single WLAN, but not for multiple WLANs. For example, in Fig. 2, suppose node $u$ is within the interference range of $y$ but outside the carriersensing range of $x$. Even when the channel is saturated by

| flow | rate | occupancy | flow | rate | occupancy |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(\mathrm{w}, \mathrm{z})$ | 123.26 | 0.161 | $\left(\mathrm{u}, v_{2}\right)$ | 123.27 | 0.161 |
| $(\mathrm{x}, \mathrm{y})$ | 112.35 | 0.147 | $\left(\mathrm{u}, v_{3}\right)$ | 123.16 | 0.161 |
| $\left(\mathrm{u}, v_{1}\right)$ | 123.17 | 0.161 | $\left(\mathrm{u}, v_{4}\right)$ | 123.23 | 0.161 |

TABLE I
DELIVERY RATE (IN PACKETS PER SECOND) AND CHANNEL OCCUPANCY under Pisd on the Network of Fig. 1
the transmission on $(u, v)$, node $x$ will sense an idle channel! Even if all nodes sense the same idle time, Idle Sense may still work poorly for multiple WLANs due to location-sensitive contention, which will be demonstrated in Section VI. The work by Nandagopal et al. [9] assumes that the senders of all flows in a contention group will have the same transmission failure probability, which is also not true among contending hosts in different WLANs [3].

Packets are fragmented in [17]. Flows with smaller transmission rates will have smaller fragment sizes. If the MAC flows transmit for roughly the same number of times and each time transmit one fragment, then their channel occupancies can be equalized. The opposite solution is to aggregate the packets [18], [19]. Flows with larger transmission rates will have larger packet aggregates. Both solutions assume that DCF gives all MAC flows equal chance to transmit. This is true in the symmetric setting when the flows belong to the same WLAN. However, it is not true in asymmetric settings when the flows belong to different WLANs, which is evident from the simulation result in the left plot of Fig. 3.

CWSP [20] makes the size of the minimum contention window inversely proportional to the transmission rate. It decreases the probability for a flow with a small transmission rate to obtain the channel and consequently reduces its channel occupancy. However, this heuristic approach cannot bring quantitative precision and does not always work well (Section VI).

PISD [3] applies proportional increase synchronized multiplicative decrease to control the rate of each flow. Its main objective is to achieve throughput fairness although it may be extended to approximate time fairness. However, it makes an assumption that all flows belong to a single contention group. When the contention group is saturated, any node that detects the congestion will jam the channel to help other nodes also detect the congestion. This ensures that the nodes will perform multiplicative decrease simultaneously. However, because all nodes will participate in jamming, for a large deployment of WLANs that form many partially-overlapping contention groups, jamming will spill out to other contention groups that are not saturated. It leads to cascaded jamming. It begins from one node at a congested hot spot. Its jamming causes the nearby nodes to detect congestion because they can hardly send out packets. When these nodes start their jamming, the nodes further away will feel the impact. As the process repeats, nodes outside of the congested contention group will falsely detect congestion and unnecessarily reduce their rates.

The above observation is confirmed by the simulation on the network in Fig. 1, which has two overlapping contention groups: $g_{1}$ has two mutually contending flows and $g_{2}$ has five flows. The two groups share a common flow $(x, y)$. One would expect the delivery rate of $(w, z)$ will be high because channel spatial reuse occurs between $(w, z)$ and $\left(u, v_{i}\right), 1 \leq i \leq 4$, since they do not contend. Let the transmission rates of all flows
be 11 Mbps . The simulation result is shown in Table I. Due to cascade jamming, the delivery rate of $(w, z)$ is comparable to the rates of the flows that belong to the bottleneck $g_{2}$. The total occupancy of $g_{2}$ is high. The total occupancy of $g_{1}$ is however very low. The reason is that, when $g_{2}$ is congested and $x$ performs jamming, not only $u$ in $g_{2}$ will feel it, but $w$ in $g_{1}$ will also feel it.

Tremendous progress has been made to apply the theory of utility optimization in wireless networks. However, the existing work assumes different network models and thus cannot be directly applied to solve our problem. Some existing solutions require a centralized, NP-hard scheduling algorithm for all wireless links [21], [22]. Others assume a time-slotted cellular network model [23] or assume a node-exclusive interference model [24], [25], [26] where links can transmit simultaneously as long as they do not share a common node.

There is a large body of work on rate fairness in multihop wireless networks (MWN). It may appear that the WLAN networks studied in this paper are special cases of the general MWNs. This is not true. They are different problems and the WLAN networks may pose greater challenges. For one, neighbors in an MWN can exchange information (such as the case in [2], [27]), whereas the contending hosts in nearby WLANs may be too far to communicate and the WLANs can be viewed as components of a partitioned network.

## V. A Solution for MAC-Layer Time Fairness across Multiple WLANs

In this section, we propose our time fairness solution for WLANs, whose design is based on two novel techniques, called channel occupancy adaptation and queue spreading, which together approximately achieve proportional fairness among hosts in contending WLANs.

## A. Overview

The basic idea of our solution is to apply the AIMD (additive increase multiplicative decrease) adaptation on channel occupancy in each contention group. More specifically, all flows in a contention group perform AIMD on their channel occupancies. When the aggregate occupancy of the group does not cause channel congestion, each flow in the group will increase its channel occupancy by a constant amount, which is additive increase. When the aggregate occupancy of the group becomes too large and causes channel congestion, all flows in the group will decrease their channel occupancies by a certain percentage, which is multiplicative decrease.

If there is only one contention group, then AIMD will indeed equalize the channel occupancies of all flows. The gap between the largest occupancy $l$ and the smallest occupancy $s$ among all flows stays the same after each additive increase but shrinks after each multiplicative decrease. That is because, as both $l$ and $s$ are reduced by the same percentage, $l$ is reduced by a larger absolute amount, and hence their gap shrinks. That gap diminishes over time after multiplicative decrease is performed periodically.

When there are multiple contention groups and each node may participate in more than one group, then AIMD - which is performed independently in each group - may not equalize the channel occupancies of all flows. As we will discuss in

Section V-E, it approximately achieves proportional fairness. For example, in Fig. 1, flow $(x, y)$ participates in two contention groups. In proportional fairness, the channel occupancy of $(x, y)$ will be modestly smaller than those of other flows in $g_{2}$ because $(x, y)$ also participates in multiplicative decrease in $g_{1}$ (which happens less frequently because $g_{1}$ only has two flows and it takes longer time for additive increase to congest the channel). This is generally regarded as a positive feature because it strikes a balance between fairness and throughput improvement. A smaller (but not too small) channel occupancy for $(x, y)$ improves the channel spatial reuse between $(w, z)$ and $\left(u, v_{i}\right), 1 \leq i \leq 4$, as they can transmit simultaneously.

Our idea for time fairness faces two major technical problems. The first problem is how to actually perform AIMD on channel occupancy. The second problem is most challenging: When a contention group is congested, we want all flows in the group and only the flows in the group to perform multiplicative decrease. Consider the example in Fig. 1. Suppose $g_{2}$ is congested. Among all flows in $g_{2},(x, y)$ resides at the most disadvantageous location. As $(x, y)$ is least capable of obtaining the channel, it will be the first to detect the channel congestion. If $x$ performs multiplicative decrease to resolve the congestion, other flows in $g_{2}$ will continue performing additive increase to pick up the bandwidth it has given up. Hence, node $x$ must perform certain operations that cause $u$ (but not $w$ ) to also detect the congestion. Recall that the nodes, $x, u$ and $w$, may not be able to directly communicate or overhear each other. The rest of the section will solve these problems.

## B. Release Rate and Channel Occupancy Adaptation

The control function of the proposed solution resides at the network layer. It does not require any modification to the DCF protocol, but must be able to query for the queue length at the MAC layer and modify the size of the minimum contention window. It adapts the channel occupancy of a flow by controlling the release rate, at which the network layer releases packets into the MAC layer.

When the combined release rate of all flows in a contention group is small, the channel can forward all packets released to the MAC layer. Hence, the delivery rate is equal to the release rate, and the MAC-layer queue remains empty. The flows can improve their channel occupancies by releasing more packets into the MAC layer. When the combined release rate of the flows in the group becomes too high and the aggregate channel occupancy is too large such that the channel is saturated, not all packets released to the MAC layer can be forwarded. Excess packets have to be buffered at the nodes' MAC-layer queues. Eventually, one node will observe that its queue length persistently grows and exceeds a threshold. The node will perform the operation of queue spreading (in the next subsection), which ensures that the queue lengths at all other nodes in the congested contention group will also exceed the threshold (such that they all detect the congestion). Then, the nodes should reduce their channel occupancies by decreasing the release rates, and fewer packets are made available to the MAC layer in order to relieve the congestion.

Intuitively, the queue-length threshold for congestion detection should be proportional to the transmission rate of the flow. That is because, under time fairness, a flow with a low
transmission rate will have a small release rate, which would make its queue harder to pass the threshold (thus harder to detect congestion) if the threshold was a constant. Hence, we define the threshold as $H \times r$, where $H$ is a system wide constant and $r$ is the flow's transmission rate.

The protocol for channel occupancy adaptation is given as follows: Consider an arbitrary MAC flow $(x, y)$ with a transmission rate $r$. The sender $x$ adapts its channel occupancy after each time period of $T$. If its queue length at the MAC layer is below the threshold $H \times r$, it will additively increase its channel occupancy by a constant $\alpha$. If the queue length reaches the threshold, it will multiplicatively decrease its channel occupancy by a percentage $\beta$. To implement multiplicative decrease on the channel occupancy, $x$ simply reduces its release rate by a percentage $\beta$. To implement additive increase on the channel occupancy, $x$ increases its release rate by $\alpha \times r$ (because it takes $\alpha$ time to transmit $\alpha \times r$ bits at rate $r$ ). Hence, while all flows share the same parameter $\alpha$, the increments for their release rates, $\alpha \times r$, will be proportional to their transmission rates.

## C. Queue Spreading

We propose a new technique, called queue spreading, which makes sure that the senders of all flows in a congested contention group will detect the congestion and they will perform multiplicative decrease together.

The aggregate release rate $R_{g}(t)$ of all flows in a contention group $g$ is a function of time $t . R_{g}(t)=\sum_{f \in g} R_{f}(t)$, where $R_{f}(t)$ is the release rate of flow $f$. Let $C(t)$ be the maximum throughput that the group can possibly obtain from the channel at time $t$. We stress that $C(t)$ is only needed to describe our idea. The operation of queue spreading does not rely on the knowledge of $C(t)$. When $R_{g}(t)$ exceeds $C(t)$, if we look at the flows as a whole, there are more packets released to the MAC layer than it can send out. The excess packets increase the queue lengths of the flows at a combined rate of $R_{g}(t)-$ $C(t)$. The problem is that, due to location-sensitive contention, most excess packets may be queued up at one flow that is least capable of accessing the medium. While that flow observes its queue length exceeds the threshold and performs multiplicative decrease, other flows more capable of obtaining medium may still find their queues empty and thus continue with additive increase, which will enlarge the gap among the flow rates and result in worse unfairness.

Our solution to the above problem is to spread the excess packets among the queues of all flows in the group. For an arbitrary flow $(x, y)$ whose transmission rate is $r$, whenever the packet queue at the sender $x$ exceeds $H \times r, x$ will temporarily modify its MAC parameters to increase its ability of obtaining the medium, such that its queue length can be reduced back to $H \times r$. When the queue length becomes $H \times r$, the node will restore the original MAC parameters. The idea behind queue spreading is very intuitive: After a node detects congestion, the node will keep its queue length at $H \times r$ by dynamically adjusting its MAC parameters. Because its queue no longer grows, the excess packets in the channel will have to be buffered elsewhere, pushing the queues at other nodes up. Once their queues reach the threshold, they will do the same thing. Excess packets will always be pushed to the nodes that have not
detected congestion yet.
A node that performs channel jamming [3] tries to occupy the channel as much as possible, and consequently it will affect all neighboring nodes, including those outside of the saturated group. On the contrary, a node that performs queue spreading only tries to match its sending rate with its release rate such that the local queue does not grow further. Therefore, it will not affect the neighbors outside of the saturated group. Let $r_{f}$ be the transmission rate of $f$. We have the following proposition.
Proposition 1: The senders of all flows in a contention group $g$ will detect congestion by the end of a time period $\left[t_{0}, t_{1}\right)$ if the following conditions are satisfied: (1) $R_{g}(t)-C(t)>$ $0, \forall t \in\left[t_{0}, t_{1}\right)$, (2) $\int_{t_{0}}^{t_{1}}\left(R_{g}(t)-C(t)\right) d t \geq \sum_{f \in g} H \times r_{f}$, and (3) queue spreading is performed.

Proof: To prove by contradiction, we assume that a subset of flows, $g^{\prime} \subset g$, does not detect congestion by time $t_{1}$. On one hand, the flows' packet queues are shorter than their respective thresholds. Thus, the total number of packets in their queues is less than $\sum_{f \in g^{\prime}} H \times r_{f}$. On the other hand, by performing the operation of queue spreading, the flows in $g-g^{\prime}$ are more capable of obtaining the medium than those in $g^{\prime}$. Hence, they can control their queue lengths to the threshold values at the expense of the flows in $g^{\prime}$, whose queues will be growing. The total number of packets queued at the flows in $g-g^{\prime}$ is $\sum_{f \in g-g^{\prime}} H \times r_{f}$. During the time period $\left[t_{0}, t_{1}\right)$, by Condition (1), the total number of excess packets that are queued by all flows must be $\int_{t_{0}}^{t_{1}}\left(R_{g}(t)-C(t)\right) d t$. Therefore, the number of packets queued at the flows in $g^{\prime}$ must be $\int_{t_{0}}^{t_{1}}\left(R_{g}(t)-C(t)\right) d t-$ $\sum_{f \in g-g^{\prime}} H \times r_{f}$. By Condition (2), this number is no less than
$\sum_{f \in g^{\prime}} H \times r_{f}$, leading to the contradiction.

It is easy to see that, if the congestion is detected by the senders of all flows in a group, then the total number of excess packets in their queues that the channel cannot deliver is at least $\sum_{f \in g} H \times r_{f}$. We have the following necessary condition for congestion detection.

Proposition 2: Suppose the senders of all flows in a contention group $g$ have empty queues at time $t_{0}$ and $R_{g}(t)-C(t)>$ $0, \forall t \in\left[t_{0}, t_{1}\right)$. If all flows detect the congestion of $g$ by time $t_{1}$, then we must have $\int_{t_{0}}^{t_{1}}\left(R_{g}(t)-C(t)\right) d t \geq \sum_{f \in g} H \times r_{f}$.

## D. $A I M D / Q S+k$

We need to integrate queue spreading (QS) into the channeloccupancy adaptation protocol in Section V-B. However, a straightforward combination of the two will not do the trick. The first integrated protocol, called AIMD/QS, is given as follows: Each flow $(x, y)$ performs the AIMD channel occupancy adaptation periodically as described in Section V-B. In addition, when the queue length at the sender $x$ reaches the threshold, $x$ performs queue spreading until the end of the current period $T$ when it does multiplicative decrease. During the operation of queue spreading, if the queue length is above the threshold, the sender $x$ aggressively reduces its minimum contention window to a small fraction of the default size in order to ensure that it has the priority to occupy the channel. Once the queue length is reduced to the threshold, $x$ restores the default minimum contention window. By doing so, it keeps the queue length at the threshold.

Proposition 2 states that, in order for the senders of all flows in a congested group $g$ to detect congestion, the number of excess packets buffered by all flows must be at least $\sum_{f \in g} H \times$ $r_{f}$. However, AIMD/QS has no means to guarantee that.

To solve this problem, we design a generalized protocol, AIMD/QS $+k$, where $k$ is a non-negative integer. The sender of each flow carries out the operations of AIMD/QS except that, after it finds its queue length reaches $H \times r$, it will continue performing additive increase for $k$ subsequent periods of $T$ before making multiplicative decrease. Suppose a flow's queue reaches $H \times r$ during $\left[t_{0}, t_{0}+T\right)$. It will increase the release rate at times $t_{0}+T, t_{0}+2 T, \ldots, t_{0}+k T$ by an amount $\alpha \times r$, and then decrease the release rate at time $t_{0}+(k+1) T$ by a percentage $\beta$. The idea is to make sure that there will be enough excess packets to allow all nodes to detect congestion. The following proposition gives the formula for picking the parameters of AIMD/QS $+k$, such that when a contention group is congested, all flows in the group will detect the congestion and thus perform multiplicative decrease. (The flows outside of any congested group will not do that because there are no excess packets to push their queues over the threshold.)
Proposition 3: AIMD/QS+ $k$ ensures the detection of congestion by all flows in a congested group if

$$
\begin{equation*}
H \leq \frac{k(k-1)}{2} \alpha T, \text { for } k \geq 2 \tag{2}
\end{equation*}
$$

Proof: Consider an arbitrary time $t=0$. Let $g$ be the first contention group that becomes congested after $t=0$. When $g$ becomes congested, its constituent flows release more packets than the channel can deliver. The excess packets will eventually push the queue length of a flow $(u, v)$ in $g$ over the threshold. Without losing generality, suppose it happens during $(i T,(i+$ 1) $T$ ]. Let $C$ be the channel capacity that can be maximally obtained by the group $g$ at the moment. Clearly, $R_{g}((i+1) T)>$ $C$. Otherwise, there would be no excess packets to push the queue length of $(u, v)$ to the threshold.

Flow ( $u, v$ ) will be the first one to perform multiplicative decrease and that will happen at time $t=(i+k+1) T$. Hence, $R_{g}($.$) is a non-decreasing function before t=(i+k+1) T$. Because the release rate of each flow $f$ in $g$ increases by $\alpha \times r_{f}$ after each period $T$, we must have $R_{g}((i+1+j) T)=R_{g}((i+$ 1) $T)+j \sum_{f \in g} r_{f} \alpha$. Hence,

$$
\begin{aligned}
& \int_{(i+1) T}^{(i+k+1) T}\left(R_{g}(t)-C\right) d t \geq \sum_{j=0}^{k-1}\left(R_{g}((i+1+j) T)-C\right) T \\
& =\sum_{j=0}^{k-1}\left(R_{g}((i+1) T)-C\right) T+\sum_{j=0}^{k-1} j \sum_{f \in g} r_{f} \alpha T \\
& >\sum_{j=0}^{k-1} j \sum_{f \in g} r_{f} \alpha T=\frac{k(k-1)}{2} \sum_{f \in g} r_{f} \alpha T
\end{aligned}
$$

If (2) is met, we will have $\int_{(i+1) T}^{(i+k+1) T}\left(R_{g}(t)-C\right) d t>$ $\sum_{f \in g} r_{f} \cdot H$. Hence, by Proposition 1, AIMD/QS $+k$ makes sure that all flows in $g$ detect the congestion.

## E. Proportional Fairness and Interpretation of AIMD/QS $+k$

In their seminal paper [14], Kelly, Maulloo and Tan show that there exist fully distributed algorithms that achieve global
optimization of the system utility. Below we rewrite their primal algorithm in our notations (with simplification of removing the weight). Let $F$ be the set of all flows and $G_{f}$ be the set of contention groups to which flow $f$ belongs.

$$
\begin{equation*}
\frac{d}{d t} q_{f}(t)=\alpha-q_{f}(t) \times \frac{1}{\varepsilon^{2}} \sum_{g \in G_{f}}\left(\sum_{f^{\prime} \in g} q_{f^{\prime}}(t)-Q_{g}+\varepsilon\right)^{+} . \tag{3}
\end{equation*}
$$

The price functions $\left(\sum_{f^{\prime} \in g} q_{f^{\prime}}(t)-Q_{g}+\varepsilon\right)^{+}$for $g \in G_{f}$ take the form suggested in [14], such that when $\varepsilon \rightarrow 0$, the above adaptation, when performed independently by the senders of all flows, will maximize the system utility, $\sum_{f \in F} \ln q_{f}$.

AIMD/QS $+k$ can be interpreted as a discrete approximation of (3). The first item on the right side of (3) suggests additive increase. AIMD/QS $+k$ increases $q_{f}$ by a constant amount $\alpha$ after each time period of $T$. The second item on the right side suggests multiplicative decrease. $\sum_{g \in G_{f}}\left(\sum_{f^{\prime} \in g} q_{f^{\prime}}(t)-Q_{g}+\varepsilon\right)^{+}$ is the penalty factor. AIMD/QS $+k$ decreases $q_{f}$ by a percentage $\beta$ when the accumulated penalty $\int_{t_{0}}^{t_{1}} \sum_{g \in G_{f}}\left(\sum_{f^{\prime} \in g} q_{f^{\prime}}(t)-\right.$ $\left.Q_{g}+\varepsilon\right)^{+} d t$ reaches a threshold, where $t_{0}$ is the time when the previous multiplicative decrease is performed and $t_{1}$ is the current time.

The key is to measure the penalty for each contention group $g, \int_{t_{0}}^{t}\left(\sum_{f^{\prime} \in g} q_{f^{\prime}}(t)-Q_{g}+\varepsilon\right)^{+} d t$, which becomes positive only when $g$ is congested. It is likely that, for any flow $f$, only one group in $G_{f}$ is congested at a time if $\alpha$ is chosen small such that a contention group will spend much more time without congestion than time with congestion.

Interestingly, the price can be indirectly measured through the local queue length. Let $R_{f}(t)$ be the release rate of flow $f$ and $r_{f}(t)$ be the transmission rate. In AIMD/QS+ $k$, the channel occupancy $q_{f}$ is controlled through the release rate $R_{f}$. In (3), $q_{f}$ represents the resource demand of flow $f$. It is the channel occupancy that the flow demands in order to transmit all released packets. Hence, $q_{f}$ is proportional to $R_{f}$ (because each bit takes the same amount of time to transmit). After $g$ is congested, further additive increase made by AIMD/QS $+k$ will linearly increase the release rate (or the channel occupancy) of each flow. In the mean time, the number of excess packets that have to be buffered will increase proportionally. This implies that, approximately, the combined queue length for all flows in $g$ grows at a speed proportional to the amount of excess channel occupancy, $\left(\sum_{f^{\prime} \in g} q_{f^{\prime}}(t)-Q_{g}\right)^{+}$. Furthermore, the technique of queue spreading ensures that the senders of all flows will see the same price as the excess packets are spread among the queues to push all of them over the threshold. Here, the price takes a discrete form, 0 if the threshold is not reached and 1 if the threshold is reached.

## VI. Simulation

We perform extensive simulations on various scenarios to evaluate the performance of AIMD/QS $+k$ in achieving MAClayer time fairness. We compare AIMD/QS+ $k$ with some existing work, including 802.11 DCF, CWSP [20], and Idle Sense [8].

All simulations are performed on ns-2. AIMD/QS $+k$ works on top of DCF. The parameters of DCF use the default values set by ns-2 according to the protocol standards. For the channel occupancy adaptation, $\alpha=0.03, \beta=0.5$, and $T=1$ second.

The parameters for queue spreading are determined based on Proposition 3. In particular, we choose $k=2$ and $H=0.03$ seconds, which satisfy (2) in the proposition. The parameters of other solutions are chosen based on the original papers.

We use three simulation scenarios with increasing complexity. The results from a simple scenario are easier to interpret, while the results from a complex scenario are closer to what will be seen in practice.

## A. One Contention Group

The first simulation scenario is based on the network of Fig. 2, which contains only one contention group of two MAC flows, $(x, y)$ and $(u, v)$. The length of each wireless link is 150 m , the interference range is 1.78 times the length of the wireless link [10], the transmission range is 250 m , and the carrier-sensing range is 550 m . The packet size is 1000 bytes. These parameters will also be used in other scenarios.

Fig. 4 compares the channel occupancies of the flows achieved under DCF, CWSP, Idle Sense, and AIMD/QS $+k$, respectively, with the transmission rate of $(x, y)$ being 11 Mbps and the rate of $(u, v)$ being 1 Mbps . Under DCF, the channel occupancy of $(u, v)$ is much higher than the occupancy of $(x, y)$. Under CWSP, the situation is opposite. The occupancy of $(x, y)$ is better. Idle Sense performs very well until the distance is beyond 250 m , where $(u, v)$ is totally starved.

In real deployment of WLANs, RTS/CTS is often turned off. Our simulations find that the network throughput is consistently higher without RTS/CTS. The reason is that, according to the 802.11 standard, RTS/CTS are sent at the lowest transmission rate. Hence, they will take $656 \mu \mathrm{~s}$ at 1 Mbps , which represent significant overhead, considering that it only takes $940 \mu \mathrm{~s}$ to transmit a data packet of 1,000 bytes at 11 Mbps . We turn off RTS/CTS and re-run the simulation. The result is shown in Fig. 5. Indeed, the aggregate channel occupancy is improved in each case. AIMD/QS $+k$ can maintain time fairness. The performance of Idle Sense improves when the distance is greater than 250 m , but degrades when the distance is smaller than 250 m as the $11-\mathrm{Mbps}$ flow $(x, y)$ is depressed by the 1 Mbps flow $(u, v)$.

## B. Two Contention Groups

The second simulation scenario uses the network of Fig. 1, which has two contention groups. Group $g_{1}$ contains two flows, $(x, y)$ and $(w, z)$. Group $g_{2}$ contains five flows, $(x, y),\left(u, v_{1}\right)$, $\left(u, v_{2}\right),\left(u, v_{3}\right)$, and $\left(u, v_{4}\right)$. The length of each wireless link is 150 m . The distance between $z$ and $x$ is 200 m . The distance between $y$ and $u$ is also 200 m . The transmission rate of $(w, z)$ is 2 Mbps. The transmission rate of $\left(u, v_{3}\right)$ is 1 Mbps . The transmission rates of other flows are 11 Mbps .

The simulation result is shown in Table II. Under DCF, $(x, y)$ is starved and the occupancies of $\left(u, v_{1}\right),\left(u, v_{2}\right)$ and $\left(u, v_{4}\right)$ are very low due to the reason explained in Section III. Under either CWSP or Idle Sense, $(x, y)$ is starved. Under AIMD/QS $+k$, $(x, y)$ has a decent channel occupancy, even though it is smaller than others due to the nature of proportional fairness. Comparing with the result of PISD in Table I, AIMD/QS+ $k$ improves the channel occupancy of $(w, z)$ from 0.161 to 0.546 . We shall not compare the delivery rates because the transmission rate of $(w, z)$ is 11 Mbps there and 2 Mbps here. The total throughput


Fig. 4. Comparing the channel occupancies of flows $(x, y)$ and $(u, v)$ in the network of Fig. 2 under (a) 802.11 DCF, (b) CWSP, (c) Idle Sense, and (d) AIMD/QS $+k$, respectively. The transmission rates of $(x, y)$ and $(u, v)$ are 11 Mbps and 1 Mbps , respectively.


Fig. 5. Same as the caption of Fig. 4, but this time RTS/CTS is turned off.
of $g_{1}$ under AIMD/QS $+k$ is comparable to the throughput under DCF or Idle Sense, but much better than the throughput under CWSP. The total throughput of $g_{2}$ under AIMD/QS $+k$ is much better than the throughput under DCF or Idle Sense, but smaller than the throughput under CWSP.

## C. Multiple Contention Groups

The third simulation scenario is designed based on the network of Fig. 6, where WLANs are deployed along two crossing streets. The relative positions of the nodes are drawn in the figure. The length of each wireless link is 150 m . The distance between the closest nodes in two adjacent WLANs is 200 m . The contention relationship among the flows is automatically determined in ns-2 based these parameters and those in Section VI-A. The transmission rates of some flows are specified in the figure, and the rates of others are 11 Mbps by default.

The simulation result is shown in Table III. Under DCF, flows 5, 11 and 15 have very low channel occupancies. A few others have low occupancies. Under CWSP, flows 8 and 14 have very low channel occupancies. Under Idle Sense, flows $1,2,3,4$, and 9 have very low channel occupancies. This is not a surprising outcome because Idle Sense was designed to work among hosts in a single WLAN. Under AIMD/QS $+k$, all flows have reasonable channel occupancies. Its overall distribution of channel occupancies is much fairer than those of others. We believe this simulation result demonstrates the strong performance of AIMD/QS $+k$ under a complex scenario.

## VII. Conclusion

This paper proposes a new time fairness solution that approximates the generic adaptation algorithm for proportional fairness among multiple WLANs. The new solution addresses the problem of location-sensitive contention, and considerably outperforms the existing solutions. It is fully distributed. Each node only performs localized operations. It is DCF-compatible


Fig. 6. WLANs are deployed along two streets. Unless specified in the figure, the default transmission rate of a flow is 11 Mbps .
and only needs to modify the size of the minimum contention window.
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