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Abstract— Many important network functions (e.g., QoS pro-
vision, admission control, traffic engineering, resource manage-
ment) rely on the availability and the accuracy of the network
state information. However, it is impractical to maintain the
complete state information of a large internetwork at a single lo-
cation. Instead, a large network is often hierarchically structured,
with each domain advertising its aggregated state. To achieve
scalability, the amount of information after aggregation should
be minimized. To improve accuracy, the aggregation method
must be carefully selected. This paper gives a unified account
of state aggregation based on the concept of service curves. The
aggregation of network state is modeled as a recursive process
of service curve transformation. New approximation methods
based on polynomial curves, cubic splines and polylines are
proposed, and their scalability/accuracy tradeoffs are studied.
Our simulations show that these new methods approximate the
network state far more accurate than the existing methods.
In particular, the polylines achieve the best scalability/accuracy
tradeoff.

I. INTRODUCTION

The availability and the accuracy of the network state
information is essential to many important network functions.
With the explosively growing of the Internet in recent years
maintaining the up-to-date state information of a large network
has been a difficult task. To solve the scalability problem, the
current networks are structured hierarchically as a collection of
domains, which may be further decomposed into sub-domains
recursively. At each hierarchical level, the state information
can be aggregated and only the aggregated information is
advertised externally. The state aggregation has to achieve
two goals. (1) The aggregated information about a domain
should be as accurate as possible. (2) The size of the ag-
gregated state should be reduced as much as possible. While
the performance of the network function is decided by the
provided information, it is equally important to compact the
state information so that the scalability is achieved. As a result,
a tradeoff has to be made. In addition to the above issues, the
network aggregation often deals with multi-dimensional state.
In this paper, although we focus two dimensions, delay and
bandwidth, our approaches can be easily extended to multi-
dimensions with one restrictive (bandwidth) and multiple
additive (delay, cost, ... etc.) parameters.

The aggregated state of a domain does not contain detailed
information about the internal structure of the domain, but
only the information describing end-to-end properties between

border nodes [1], [2], [3], [4]. Consider a domain with two
border nodes, a and b, in Figure 1. The delay and the
bandwidth of each physical path from a to b represent a point
on the delay-bandwidth plane, and the points of all physical
paths from a to b define a service staircase, which outlines
the area of supported services (the shaded area). Any service
request whose bandwidth and delay requirements fall in the
area can be admitted. There are up to |E|, which is the number
of physical links in the domain, corner points on the staircase
[4]. The goal of aggregation is to approximate the service
staircase with limited space independent of the domain size.
We should point out here that the routing process does not need
the approximation curve completely lie within the supported
service area. The router will first reject all connection requests
lies below the approximation curve. The actual path will be
probed and the resource will be reserved after that. The flow
will be rejected as well if the resource requirement can not be
satisfied in the actually path.

The work of aggregating a delay-bandwidth sensitive net-
work can be traced back to [1], where Lee transformed the
network to a spanning tree among border nodes. While the
paper provides a distortion-free aggregation for bandwidth, the
distortion of the delay can be large. Iwata et al. [2] proposed
an aggregation approach for networks of six parameters.
The distortion can be minimized by a linear programming
approach. Korkmaz and Krunz [3] proposed to approximate
multi-dimensional QoS state by three values: the minimum
delay min d, the maximum bandwidth max b, and the small-
est stretch factor min s among all paths between two border
nodes. The stretch factor of a path measures how much the
delay and the bandwidth of the path deviate from the best delay
and the best bandwidth of all paths. It essentially defines a
hyperbola curve that resides below the staircase (Figure 1).
A connection request is accepted if the delay requirement
is larger than min d, the bandwidth requirement is smaller
than max b, and its stretch factor is smaller than min s. Lui
et al. [4] chose a line segment to approximate the staircase.
The line segment is determined by the least square method
that minimizes the least-square error, i.e., the summation of
the squares of the distances from the corder points to the
line. The paper demonstrated by simulation that line segments
work better than stretch factors on average. It dose not discuss
the general case of the aggregation algebra, however, only

IEEE Communications Society 0-7803-8533-0/04/$20.00 (c) 2004 IEEE2107



(1, 1)

domain

a b

w

vu

(6, 1)

(5, 11)

(5, 2)
(5, 1)

(4, 4) (2, 1)

paths (bandwidth, delay)

(2, 5)*
(4, 7)*
(1, 18)
(5, 14)*
(1, 3)*
(1, 5)
(2, 14)

P1:  a => w => b                 
P2:  a => w => v => b         
P3:  a => w => u => v => b
P4:  a => u  => v => b
P5:  a => u  => w => b
P6:  a => u  => w => v => b
P7:  a => u  => v => w => b
  

delay

bandwidth

5

10

15

0 2
0

41 3

P1

supported services

P5

P4

P2

5

hyperbola curve

line segment

P6

P7

Fig. 1. service staircase and its approximates for (bandwidth, delay)

approximation has been provided.
This paper gives a unified account of state aggregation based

on the concept of service curves. We propose three curves,
polynomial curves, piecewise cubic splines, and polylines with
far better accuracy compared with Korkmaz-Krunz’s algorithm
[3] and Line Segment algorithm [4]. The algebra and the al-
gorithms related to the state information aggregation has been
discussed and the performance of our methods is demonstrated
by our simulations.

II. AGGREGATION MODEL

We use a tuple (V, B, E) to represent a domain in a
hierarchically structured network. V is the set of nodes in
the domain, B ⊂ V is the set of border nodes that have links
connecting to nodes outside of the domain, and E is the set
of directed physical links among the nodes in V . Each link
(u, v) is associated with a pair of QoS parameters (wu,v, du,v),
where wu,v is the bandwidth and du,v is the delay of the link.

A service request with a bandwidth requirement of w and
a delay requirement of d can be satisfied by a link (u, v) if
w ≤ wu,v and d ≥ du,v . Therefore, the supported services,
denoted as su,v , are defined as the set of all requests that are
satisfied by link (u, v). Formally, we have

su,v = {(w, d) | w ≤ wu,v ∧ d ≥ du,v, w ∈ R+, d ∈ R+}
which is represented by the upper region above the staircase
in Figure 1. The bandwidth and the delay of a physical path p
are defined as wp = min(u,v)∈p wu,v and dp =

∑
(u,v)∈p du,v .

Similar to the supported service of a link (u, v), we define the
supported services of path p as sp.

Given two nodes a and b, there may exist multiple phys-
ical paths between them. The set of all physical paths
{p1, p2, ..., pl} from a to b can be represented by a logi-
cal link (a, b) in the aggregated topology. In this case, a
single pair (bandwidth, delay) is not enough to represent
the state information any more. It should be characterized
by a service staircase (Figure 1). The convex-corner points,
which uniquely define the shape of the staircase, are called
representatives (e.g., p5, p1, p2, and p4 in Figure 1). The
set of representatives for a logical link (a, b) is denoted as
γa,b, which can be calculated in time O(|E|2+|E||N | log |N |)
[4]. Given the non-decreasing nature of a staircase, the rep-
resentatives can be arranged in an ascending order: γa,b =
{(wi, di)}, such that wi < wj ∧ di < dj , ∀1 ≤ i < j ≤ I ,
where I is the size of γa,b and I ≤ |E|. If we consider the
delay as a function (κ) of the bandwidth, the service staircase
can be defined as

κ(w) =




d1 ;w ≤ w1

di ;wi−1 < w ≤ wi, ∀1 < i ≤ I
∞ ;w > wl

(1)

The supported services of link (a, b) can be expressed as

sa,b = {(w, d) | d ≥ κ(w), w ∈ R+}
With the assumption that certain service curves are used,

we define an algebra for network state aggregation based on
service curves. Given a large hierarchically structured network,
after the state information of the physical links is aggregated
into physical paths and then logical links, each domain is
reduced to a much smaller topology consisting of only border
nodes. As a domain advertises its aggregated state, only the
service curves between the border nodes are seen from the
outside of the domain. The same aggregation process can be
repeated at higher-level hierarchies with logical links being
aggregated into logical paths and high-level logical links.

There are two basic types of computation in such process.
Sequential aggregation is to compute the service curve of a
path based on the service curves of the links and parallel
aggregation is to compute the service curve for a logical
link between two nodes or aggregated paths between nodes.
These two aggregations can be done by recursively calling two
operations, ⊕ and odot between two service curves κ1 and κ2.

Definition 1: Let κ1, κ2 : R+ → R+ be two service curves.
The operation ⊕ is defined as follows: for any bandwidth w ∈
R+, (κ1 ⊕ κ2)(w) = κ1(w) + κ2(w).

Theorem 1: Let κ1 and κ2 be the service curves of two
sequential links (v1, v2) and (v2, v3), respectively. κ1 ⊕ κ2 is
the service curve of path p = v1 → v2 → v3.

Proof: A request (w, d) can be supported by p if and
only if it can be split into two parts, (w, d1) and (w, d2) with
d1 + d2 = d, such that they can be supported by (v1, v2)
and (v2, v3), respectively. Namely, d1 and d2 should satisfy
d1 ≥ κ1(w) and d2 ≥ κ2(w). Hence,

d1 + d2 = d ⇐⇒ d ≥ κ1(w) + κ2(w)
⇐⇒ d ≥ (κ1 ⊕ κ2)(w)
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Let κp be the service curve of p; a service request (w, d)
can be supported by p if and only if d ≥ κp(w). Therefore,
κp = κ1 ⊕ κ2.

Definition 2: Let κ1, κ2 : R+ → R+ be two service curves.
The operation � is defined as follows: for any bandwidth w ∈
R+, (κ1 � κ2)(w) = min(κ1(w), κ2(w))

Theorem 2: Suppose (a, b) is a logical link that represents
two paths, p1 and p2, from a to b. Let κ1 and κ2 be the service
curves of p1 and p2, respectively. κ1 �κ2 is the service curve
of (a, b).

Proof: Let sp1 and sp2 be the supported services of
p1 and p2, respectively. The union of sp1 and sp2 forms the
supported services of (a, b). A request (w, d) can be supported
by (a, b) if and only if it can be supported by either p1 or p2,
namely, d ≥ κ1(w) ∨ d ≥ κ2(w). We further have

d ≥ κ1(w) ∨ d ≥ κ2(w) ⇐⇒ d ≥ min(κ1(w), κ2(w))
⇐⇒ d ≥ (κ1 � κ2)(w)

Let κa,b be the service curve of p; a service request (w, d)
can be supported by p if and only if d ≥ κa,b(w) by (II).
Therefore, κa,b = κ1 ⊕ κ2.

Theorem 3: The set of service curves is closed under the
operations � and ⊕ and has the properties of associativity and
commutativity.

Proof: The result of two service curves under � and ⊕
is still a service curve by Theorems 1 and 2. Therefore, the
set of service curve functions is closed under � and ⊕. It is
straightforward to prove that � and ⊕ are associative and com-
mutative since + and min are associative and commutative.

Thus far we have completed the basic algebra for service
curves. The purpose is to introduce a general approach to
aggregate network state information. The service curves can
be the service staircases or approximation curves. The network
aggregation process can be considered as recursively applying
� and ⊕ to the service curves of the links (paths) in the
topology.

III. APPROXIMATION CURVES

It is necessary to approximate the aggregated domain state
in order to reduce the space requirement. While improving
information accuracy will always increase the space com-
plexity, our goal is to limit the space complexity for storing
the aggregated state between two border nodes to a constant
independent of the size of the domain and maximize the
information accuracy at the same time. Before we introduce
our new approximations, a criteria for comparing the quality
of different approximation methods is defined.

We use Figure 2 to illustrate the distortion caused by an
approximation curve κ′. Suppose κ′ instead of κ is stored in
the aggregated network. A service request (w, d) in ( over-
estimated ) region II will be accepted based on the stored
information but rejected in reality. On the other hand, a request
(w, d) in ( under-estimated ) region III can be supported in
reality but rejected by the stored state information. Therefore,
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Fig. 2. area distance

It is natural to use the sizes of these regions to judge the
quality of approximation by κ′.

Given a service staircase κ and an approximation curve κ′,
the positive area distance (p.a.d.), ∆+(κ, κ′), measures the
total size of regions of over-estimated services. The negative
area distance (n.a.d.), ∆−(κ, κ′), measures the total size of
regions of under-estimated services.

∆+(κ, κ′) =
∫ ∞

−∞
max(κ(w) − κ′(w), 0) dw

∆−(κ, κ′) =
∫ ∞

−∞
max(κ′(w) − κ(w), 0) dw

where κ(w) − κ′(w) = 0 if κ′(w) = ∞∧ κ(w) = ∞.
The selection of these two criteria is based on the design

philosophy of the system. ∆−(κ, κ′) means aggressive as
minimizing it would require most supportable services to be
accepted, while ∆+(κ, κ′) only requires that the accepted
requests receive the desired QoS. As an alternative criteria,
area distance (a.d.), ∆(κ, κ′) = ∆+(κ, κ′) + ∆−(κ, κ′) can
be considered as a tradeoff between these two. Our goal is to
find the appropriate approximation curves so that ∆+(κ, κ′),
∆−(κ, κ′), and/or ∆(κ, κ′) are minimized without incurring
too much overhead.

A. Polynomial Curve Approximation

Let the first representative of the staircase κ be (wl, dl),
which is the convex corner with the smallest bandwidth, and
the last representative be (wh, dh), which is the convex corner
with the largest bandwidth, our first approximation method
uses a polynomial function

κpc(w) =




dl ;w ≤ wl∑n
i=0 αiw

i ;wl < w ≤ wh

∞ ;w > wh

Actually the line segment in [4] is a special case of polynomial
curves with n = 1. With a larger n, better accuracy is achieved
but the overhead is increased as well.

The problem of finding coefficients α0, α1, ..., αn ∈ R such
that ∆(κ, κpc) is minimized is difficult. Instead, we use the
least square method to find the polynomial that best minimize
the least-square error as an approximation. Given m data
points (w1, d1), ...., (wm, dm) on the staircase, the least square
method tries to minimize the cost function

φ(α0, α1, ..αn) =
m∑

i=1

(di − κpc(wi))2
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By taking the first derivatives we have the following linear
equations with k = 0, 1, ...n.

∂φ

∂αk
= −2

m∑
i=1

wk
i (di −

n∑
j=0

αjw
j
i ) = 0

The values of α0, α1, ...αn can be calculated by solving the
above linear equations.

The space needed for storing kpc is n + 5 float numbers,
with n + 1 floats for the coefficients and 4 floats for wl, dl,
wh, and dh.

B. Cubic Spline Approximation

In polynomial approach, we assume a global approximation.
It can be improved by taking into consideration the local
information of the service staircase. Our second approxima-
tion method uses a cubic spline κcs, which approximates
the service staircase κ segment by segment with piecewise
polynomial functions. We make a brief description of cubic
spline in the following. Details about curve fitting by spline
functions can be found in [5].

Let wl = λ0 < λ1 < ... < λg = wh be an even partition of
the interval [wl, wh]. Take two additional values with the same
spacing on both sides of the interval: λ−2 and λ−1 smaller than
wl; λg+1 and λg+2 greater than wh. A series of cubic spline
basis functions are defined. For 0 ≤ j ≤ g,

Bj(w) = (λj+2 − λj−2)
2∑

s=−2

(λj+s − w)3+∏2
k=−2,k �=s(λj+s − λj+k)

where (x)+ equals x if x ≥ 0, and 0 otherwise.
The cubic spline κcs(w) is a linear combination of Bj(w).

κcs(w) =




dl ;w ≤ wl∑g
j=0 αjBj(w) ;wl < w ≤ wh

∞ ;w > wh

where α0, α1, ..., αg are coefficients, which determine the
shape of the cubic spline. The larger the value of g, the more
the number of coefficients and the better the approximation.

Similar to the previous subsection, we use the least square
method to find the coefficients that minimizes the least-square
error defined below.

φ(α0, α1, ..., αg) =
g∑

i=0

(di − κcs(wi))2

where (w1, d1), ...., (wm, dm) are m data points selected from
the service staircase, m ≥ g + 1. The first derivatives of the
φ(α0, α1, ..αg) give us the following (g + 1) linear equations
with k = 0, 1, ..g.

∂φ

∂αk
= −2

m∑
i=1

Bk(wi)(di −
g∑

j=0

αjBj(wi)) = 0

The values of α0, α1, ..αg can be calculated by solving the
linear equations.

The space needed for storing kcs is g + 5 float numbers,
with g + 1 floats for the coefficients and 4 floats for wl, dl,
wh, and dh. The minimal value for g is one.
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Fig. 3. polyline approximation

C. Polyline Approximation

Although a cubic spline approximates the local trends of
a staircase very well, it has a weakness. Like a polynomial
curve, a cubic spline incurs heavier distortion near the corner
points as it uses a continuous curve to approximate the discrete
steps (Figure 2).

The corner points contain more information than the other
points on the staircase because they determine the shape of the
staircase. Furthermore, some corner points are more important
than others. For example, there are eight corner points in
Figure 3. Points A, B, and C are more important than the other
five because they control the global shape of the staircase.
Hence, we can approximate the staircase by only keeping the
most important corner points. In Figure 3, we may keep only
A, B, and C, and use a polyline κpl across them to approximate
the service staircase.

Now the problem is to determine which corner points are
more important than the others. Suppose we are allowed to
choose only k corner points due to a space limitation. We
would like to choose such k points that minimize ∆(κ, κpl).
Suppose there are n corner points in total. The number of
different combinations of k points is Ck

n. It takes O(n) time
to compute ∆(κ, κpl) for each combination. Therefore, for a
brute-force algorithm, it takes O(nCk

n) time to find the best
k points. In the following, we describe a heuristic algorithm
with a time complexity of O(nk).

Given a set of n corner points on the staircase, {A1, ..., An}.
Initially, the approximation polyline κpl is a line segment
connecting A1 and An, represented as A1—An. Compute
the distances from all other corner points to the polyline,
and find the corner point Ax with the maximum distance to
A1—An. Then insert Ax into the polyline, which becomes
A1—Ax—An. Repeat the above process until the polyline
contains k corner points.

The space needed for storing kpl is 2k float numbers, two
for each selected corner point.

IV. SIMULATION RESULTS

In this section, we study the performance of different
approximation approaches by simulations. We compare poly-
nomial curve (PC), cubic spline (CS), and polyline (PL),
together with the existing approaches of line segment (LS)
[4], Korkmaz-Krunz (KK) [3], best point (BP) and worst point
(WP). The domain topologies in our simulation follow the
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Fig. 4. performance comparison of different domain size

Waxman model [6] with the average node degree of 4. 10%
of the nodes in the domain are randomly selected as the edge
nodes. We assign the delays and bandwidths of the physical
links based on the exponential distribution with an average
of 100 units. The performance of the different service curves
are calculated and presented after taking the average of 100
independently-generated domains. In our simulations, we use
the relative area distance compared with the BP or WP to
judge these approaches in order to eliminate the influence of
the different domains. Since the n.a.d. of the BP is always
zero, the relative n.a.d. is computed compared with the WP
instead.

The approximation accuracies of different aggregation ap-
proaches are presented in Figure 4. While KK and LS have
fixed space requirements, PC, CS and PL are adjustable as
to the aggregated state space. In our simulations, all these
approaches use 8 float numbers for fairness. Our result shows
that PC, CS, and PL outperform LS and KK. While the
performance of PC and CS is comparable, PL is the best
among all these approaches. Its area distance is roughly one
fourth while its space requirement is only doubled compared
with LS in our simulation. KK has significant positive area
distance, close to 70% that of BP. Its negative area distance is
always zero given its special design nature.

Figure 5 shows the accuracy/space tradeoffs by PC, CS, and
PL. In this simulation, the domain size ranges from 50 to 250
nodes, following a uniform distribution. The horizontal axis is
the space (number of floats) used to store the service curve.
The results for CS are missing when the number of floats is 6
due to the fact that the minimal space requirement of CS is 7.
When the space increases, all these approaches achieve better
approximation accuracy. The figures demonstrate that PL has
the best rate of improvement when the space is relatively small
and it achieves the best accuracy/space tradeoff compared to
CS and PC approaches.
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V. CONCLUSION

In this paper, we propose a new way of representing
the network state aggregation in delay-bandwidth sensitive
networks. The QoS state information can be best described
as a service curve supporting ⊕ and � operations and the
aggregation of the state information is considered as a process
applying these two operations reccursively. The detailed alge-
bra together with the algorithms of the recursive aggregation
of the state information in multi-level hierarchical networks
has been discussed. We approximate the service curve by
different approaches, that is, the polynomial curve, the cubic
spline, and the polyline approach. These new curves achieve
much better accuracy in approximating the original state
information both globally and locally, depending on the space
used to store the curves. Better accuracy is achieved by larger
space. The extensive simulation results shows that the new
approximation approaches significantly outperform Korkmaz-
Krunz algorithm [3] and Line Segment algorithm [4]. Among
our new approaches, polyline has the best performance when
the required space size increases.
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