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#### Abstract

Measuring traffic volume in a road system has important applications in transportation engineering. The connected vehicle technologies integrate wireless communications and computers into transportation systems, allowing wireless data exchanges between vehicles and road-side equipment, and enabling large-scale, sophisticated traffic measurement. This paper investigates the problem of persistent traffic measurement, which was not adequately studied in the prior art, particularly in the context of intelligent vehicular networks. We propose three estimators for privacy-preserving persistent traffic measurement: one for point traffic, one for point-to-point traffic, and another for three-point traffic. After that, we present a general framework to measure persistent traffic that go through more than three locations. The estimators are mathematically derived from the join result of traffic records, which are produced by the electronic roadside units with privacy-preserving data structures. We evaluate our estimation methods using simulations based on both real transportation traffic data and synthetic data. The numerical results demonstrate the effectiveness of the proposed methods in producing high measurement accuracy and allowing accuracy-privacy tradeoff through parameter setting.
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## 1 INTRODUCTION

MEASURING traffic volume at points of interest in road systems provides important information for transportation engineering. These point traffic data are useful in estimating traffic link flow distribution as part of investment plan and calculating road exposure rates as part of safety analysis. Much prior research on traffic measurement collects statistics on the number of vehicles passing a certain location during a certain measurement period, often in the form of annual average daily traffic (AADT). Various predication models [4], [10], [16], [18], [23], [26] have been developed based on the data recorded by roadside units (RSU) installed at road intersections. An example is Mohammed's multiple linear regression model that incorporates demographic variables to measure AADT [16]. Another example is Lam's artificial neural network that estimates AADT based on short
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period counts [10]. Other research work includes the spatial statistical method by Eom et al. [4], the support vector regression model by Neto et al. [18], the absolute deviation penalty procedure by Yang et al. [26], and the regression and Bayesian model by Tsapakis et al. [23].

The emergence of connected vehicle technologies in the intelligent transportation systems promises radical changes in how transportation traffic measurement will be conducted. The trend is to integrate wireless communications and computers into vehicular cyber-physical systems for better road safety and driving experience [5], [12]. Traffic data collection will become more sophisticated with vehicular communications and networking [15], [19], [22], [33], [34], such as the Dedicated Short Range Communications standard under IEEE 802.11p [17], which supports wireless data exchanges between vehicles and RSUs.

Such automated systems have been exploited in prior research for collecting point-to-point transportation statistics, i.e., the number of vehicles traveling between any two points (locations) of interest during a certain measurement period in a road system [30], [32]. Point-to-point data provide important input to a variety of transportation studies such as identifying the real sources of traffic congestion and characterizing turning movements at intersections for signal timing determination [24]. There are two performance considerations: The obvious one is the accuracy of traffic measurement. The less obvious one is privacy concern. When vehicles are equipped for wireless communications, there are easy ways to ensure the measurement accuracy. For instance, we may require all vehicles to report their unique IDs to the RSUs that they encounter. In this way, we will be able to figure out the point-to-point traffic volume by
comparing the ID sets from two RSUs. However, if a vehicle keeps transmitting its ID to RSUs, its entire moving history is recorded in great details. Such large-scale, universal tracking of movement raises privacy concern [30], [32].

In this paper, we take a step further to study a new problem of persistent traffic volume measurement. After we measure the point traffic volume at a certain location over time for many measurement periods, we naturally want to mine the data for more knowledge. Given a certain number of measurement periods, the point persistent traffic is defined as the set of vehicles that pass the location in all those periods. The rest is treated as transient traffic. For example, we may want to learn the persistent traffic volume over the workdays of a week, over the Saturdays of several weeks, or on all days in a month. Such data tells us the amount of core, stable traffic at a location, as the transient traffic varies over time. Similarly, after measuring the point-to-point traffic volume between two locations for many measurement periods, we want to know the persistent traffic volume containing common vehicles that show up during each period from one location to the other. For example, if a location is consistently congested, we may find the sources of the traffic based on point-to-point traffic measurement. In particular, the persistent point-to-point traffic tells us the minimum amount of traffic contribution that we can always expect from each of those sources. Finally, we generalize the problem to persistent multi-point traffic measurement for the volume of common vehicles that show up at multiple given locations persistently over a number of periods. This provides more detailed information about consistent traffic on given segments of a road system.

The problem of persistent traffic measurement is challenging if we want to achieve both measurement accuracy and privacy protection (which prevents even the authority from learning the trajectories of the moving vehicles). In this paper, we propose three estimators for privacy-preserving persistent traffic measurement: one for point traffic, one for point-to-point traffic, and another for three-point traffic. We then present a general framework to measure persistent traffic that goes through more than three locations. Our basic idea is for every RSU to encode the vehicles passing by during each measurement period in a privacy-preserving bitmap, called traffic record, where each vehicle is recorded by setting a randomly selected bit in the bitmap and the information of all vehicles is mixed together; vehicle identities are never transmitted or stored. To estimate persistent traffic, we combine the information of traffic records produced during different periods or locations of interest by performing bitwise AND (or bitwise OR). We observe that the volume of persistent traffic has a functional relationship with the number of ones (or zeros) in the combined bitmap after bitwise operation. We derive that function such that it can be used to estimate the volume of persistent traffic from the ones (or zeros) observed in the combined bitmap. We show that this estimation method can be effectively applied to both point persistent traffic and point-to-point persistent traffic, with varying local traffic volumes at different points (locations). We evaluate our persistent traffic estimators using simulations based on both real transportation traffic data and synthetic data. The extensive simulations demonstrate the effectiveness of the proposed methods in producing persistent traffic estimation of high accuracy and allowing accuracy-privacy tradeoff through parameter setting.

The rest of the paper is organized as follows. We first present the persistent traffic measurement model, and give the details of traffic record and vehicle encoding in Section 2. Then, we propose mechanisms for persistent point traffic measurement and persistent point-to-point traffic measurement in Sections 3 and 4, respectively. To evaluate the performance of the proposed mechanisms, we use both real transportation traffic and synthetic traffic to perform simulations in Section 7. At last, we conclude the paper in Section 9.

## 2 Preliminaries

### 2.1 Persistent Traffic Measurement

We study an intelligent transportation system with vehicle-to-infrastructure communication capability. Road-Side Units (RSUs) are deployed at locations of interest, such as street intersections. All RSUs are connected wirelessly or by wire to a central sever, where data are collected and processed for transportation traffic management functions. Each vehicle also has a unique ID. Vehicles communicate with the RSUs through DSRC [17], WiFi, or Bluetooth. For privacy protection, a vehicle should not directly transmit its ID to an RSU. In our solution, it will instead transmit a one-way hash value (which may change from location to location).

Traffic measurement is performed in each measurement period (e.g., a day), whose length is set as needed by the authority. During an arbitrary period, each RSU records the passing vehicles in a privacy-preserving data structure, called traffic record, without keeping any identifying information such as vehicle IDs. We study the following problems.

First, consider a single location $L$ and a set $\Pi$ of traffic records produced from the RSU at $L$ during a number of measurement periods - for example, records from Monday through Friday of a certain week, records from Mondays of three consecutive weeks, or several records of interest based on any other criterion. A common vehicle refers to a vehicle that passes location $L$ in all the measurement periods of interest. All common vehicles form the persistent traffic. The first problem, called point persistent traffic measurement, is to use the traffic records in $\Pi$ to estimate the volume of persistent traffic, i.e., the number of common vehicles passing $L$.

Next, consider two locations, $L$ and $L^{\prime}$. Let $\Pi$ be a set of traffic records produced by the RSU at $L$ during a number of measurement periods of interest, and $\Pi^{\prime}$ be the set of traffic records produced by the RSU at $L^{\prime}$ during the same measurement periods. With respect to two locations, a common vehicle refers to a vehicle that passes both locations in all the measurement periods of interest, and accordingly the point-to-point persistent traffic is the aggregate of such vehicles. The second problem, called point-to-point persistent traffic measurement, is to use $\Pi$ and $\Pi^{\prime}$ to estimate the volume of point-to-point persistent traffic, i.e., the number of common vehicles that pass both $L$ and $L^{\prime}$.

Finally, consider $d$ locations, $L_{1}, L_{2}, \ldots, L_{d}$, and a number of measurement periods of interest. Let $\Pi_{i}$ be the set of traffic records produced by the RSU at $L_{i}$ during those periods. Define a d-point common vehicle as one that passes the $d$ locations in all the measurement periods of interest, and accordingly the d-point persistent traffic as the aggregate of such vehicles. Our third problem, called d-point persistent traffic measurement, is to use $\Pi_{1}, \Pi_{2}, \ldots, \Pi_{d}$ to estimate the volume of $d$-point persistent traffic, i.e., the number of $d$-point common vehicles during the given periods.

### 2.2 Security and Threat Model

Vehicles will only interact with RSUs from trustworthy authorities. This can be easily enforced through authentication based on PKI. Communications begin with an RSU broadcast beacons, each carrying its public-key certificate, which was obtained from a trusted thirty party and was pre-installed with the RSU. When a vehicle receives a beacon, it uses its preinstalled public key of the trusted third party to verify the certificate. If not successful, the vehicle will keep silent; otherwise, it performs authentication with the RSU using the latter's public key obtained from the verified certificate. After successful authentication, it performs vehicle recording with the RSU as will be explained in the next subsection, with all data exchanges encrypted. Rogue RSUs may be deployed by non-authorities; they will fail the authentication with the vehicles, which will reject further communications.

We assume a semi-trusted model for the authorities. The transportation authority has good faith in implementing the proposed privacy-preserving methods since their goal is not to track people, but only to gather transportation traffic, which provides input for city development planning (without any real-time or short-term consequences). Their RSUs will communicate with the passing vehicles and perform all operations as expected. However, as the traffic records are produced and stored. At a later time, other people (such as police or FBI) who gain access to the records may exploit the information to track individual vehicles when they have the need to do so. For instance, if a hypothetical system design requires every vehicle to transmit its unique identifier to each encountered RSU, then these recorded identifiers may be used to track the trajectory of any vehicle. In order to prevent this from happening, it is highly desired that a vehicle will not transmit its unique ID, nor transmit any other fixed number to the RSUs that it passes.

Moreover, we assume that an anonymous MAC protocol such as SpoofMAC [20] is used to support privacy preservation such that the MAC address of a vehicle is not fixed. With such a protocol, before a vehicle communicates with an RSU, it picks a temporary MAC address randomly from a large space for one-time use, which prevents the MAC address from serving as an identifier of the vehicle.

### 2.3 Performance Metrics

We consider the following two performance metrics to evaluate persistent traffic measurement.

1. Estimation Accuracy: Let $n_{*}$ be the actual volume of persistent traffic, i.e., number of common vehicles passing one location (or two locations) during the measurement periods of interest. Let $\hat{n_{*}}$ be the volume estimated based on the traffic records. We measure the estimation accuracy by evaluating the relative error, $\frac{\left|\hat{n}_{*}-n^{*}\right|}{n_{*}}$. A good traffic measurement method is expected to have close-to-zero relative errors.
2. Preserved Privacy: The essence of privacy preservation in transportation traffic measurement is to allow the tracker only a limited chance to identify any part of the trajectory of any vehicle. Following [30], [32], we want to make sure that anyone that possesses the traffic records cannot definitively determine any trace of any vehicle. In general terms, the traffic records may indicate that a vehicle has passed from one location to another location when the vehicle actually did not, and the records may indicate that the vehicle has not passed from one location to another location when the vehicle actually did.

As we will see shortly, the traffic records are probabilistically constructed. Consider two arbitrary locations, $L$ and $L^{\prime}$, and an arbitrary vehicle $v$ that is known to have passed $L$ - for example, the vehicle is captured by a camera at the location, or it is stopped by a police car for speeding at the location. Now, the privacy concern on our traffic measurement function is that its traffic records may reveal additional information about the vehicle. More specifically, by looking for the trace that $v$ leaves in the traffic records at $L$ with a similar trace left at another location $L^{\prime}$, one might figure out that $v$ has also passed $L^{\prime}$, which reveals the vehicle's moving trajectory. For example, suppose we record each vehicle by setting a bit in a bitmap maintained at $L$ $\left(L^{\prime}\right)$, and further suppose we know which bit is set by $v$ at $L$. By examining the bitmap recorded at $L^{\prime}$, if we see the bit $b$ at the same index is also set, we may claim (or suspect) that $v$ has also passed $L^{\prime}$. To address this problem for better privacy protection, we want to design our traffic records in such a way that bit $b$ at $L^{\prime}$ may be set even when $v$ does not pass $L^{\prime}$ and it may not be set when $v$ actually passes $L^{\prime}$. We propose a quantitative metric, called preserved privacy, to measure the effectiveness of such a design. It is defined as $\frac{p}{p^{\prime}-p^{\prime}}$, where $p$ is the probability for the traffic records to claim $v$ has passed $L^{\prime}$ even though the vehicle actually did not, and $p^{\prime}$ is the probability for the traffic records to claim that $v$ has passed $L^{\prime}$ when it actually did so. Intuitively speaking, $p$ is the "noise" term introduced by design to cause false claims, and $\left(p^{\prime}-p\right)$ is the "information" term due to the vehicle's presence at $L^{\prime}$ after the impact of noise is removed. We use the "noise-to-information" ratio to characterize the level of privacy protection. For example, suppose $p=10 \%$ and $p^{\prime}=11 \%$. The difference is just 1 percent. Whether or not the traffic records will claim $v$ passes $L^{\prime}$ has little to do whether this actually happens. In other words, such claims are very unreliable, with the noise term (10 percent) being ten times of the information term (1 percent). In another example, if $p$ is 0 , the metric $\frac{p}{p^{\prime}-p}$ will also be zero. In this case, when the traffic records claims that $v$ has passed $L^{\prime}$, this will already be true. On the other hand, the value of this metric is large, it means that the noise term $p$ is large, relative to the information term $\left(p^{\prime}-p\right)$, and therefore when the traffic records claim the presence of $v$ in another location, this claim is very questionable.

### 2.4 Traffic Record and Vehicle Encoding

Consider an arbitrary RSU installed at a certain location and an arbitrary measurement period. The data structure of traffic record is a bitmap $B$ of $m$ bits. Each vehicle that passes the RSU during the period is encoded by a bit, which is pseudo-randomly selected from $B$ in a way that masks the identity of the vehicle yet leaves a probabilistic signature, allowing statistical analysis for traffic volume. The size of $B$, i.e., the value of $m$, may differ at different RSUs or at different measurement periods for the same RSU. We will come back to set $m$ later.

The basic observation is that there is a functional relationship between the number of ones (or zeros) in $B$ and the number of vehicles encoded-the more the number of vehicles is, the more the number of ones in $B$ will be. Based on that function, we can estimate the number of vehicles from the number of ones. The problem of persistent traffic measurement will be more difficult as we need to combine the information from the traffic records of different periods
to figure out the number of common vehicles, which we discuss in the next two sections. Below we define how the traffic record $B$ is constructed in each measurement period. In order to support privacy, we want to mix the information from different vehicles in $B$. The vehicle-encoding method should have the following properties: (1) When vehicles are encoded at a certain location, different vehicles may be probabilistically encoded by the same bit. (2) When a vehicle passes multiple locations (RSUs), it may be encoded at different bit indices. Together, they break the one-to-one association between vehicles and bits.

The traffic record is constructed as follows: At the beginning of each measurement period, the bits in $B$ are reset to zeros. The RSU broadcasts beacons in preset intervals, such as once per second, ensuring that each passing vehicle will be able to receive a beacon, which carries the RSU's location $L$, its public-key certificate, and the size $m$ of its bitmap. After a vehicle receives a beacon, it verifies the certificate and uses the public key to authenticate the RSU. After verifying that the RSU is from a trusted authority, the vehicle computes the following hash output: $h_{v}=H\left(v \oplus K_{v} \oplus C\right.$ $[H(L \oplus v) \bmod s]) \bmod m$, where $H$ is a hash function that provides good randomness, $v$ is the vehicle ID, $K_{v}$ is a private key known only by the vehicle, $L$ is the location of the RSU, and $C$ is an array of $s$ randomly selected constants. Because $h_{v}$ is a function of $L$, its value may be different at different locations; the system parameter $s$ controls the number of different values that $h_{v}$ may take; the use of randomized constants in $C$ helps improve the quality of input to the outer hash. The vehicle transmits $h_{v}$ to the RSU, which will in turn set the bit at index $h_{v}$ to one, i.e., $B\left[h_{v}\right]=1$. That is the only operation of vehicle encoding. At the end of each measurement period, the RSU will send the content of the bitmap $B$ as its traffic record to the central server, where queries may be submitted from the users to estimate persistent traffic.

The index $h_{v}$ produced from a vehicle is not predictable by others because the private key $K_{v}$ is not known. Moreover, the array $C$ of constants are also known only to the vehicle. During a measurement period, many vehicles may pass an RSU. Due to vehicles' random selection of bits to set, different vehicles may choose the same bit as a result of hash collision. The same vehicle may choose different indices at different locations because the hash output is also dependent on the location $L$. Such mixing and variation in vehicle encoding help preserve privacy and make it harder for a tracker (including the authority) to definitively determine the trajectory of any vehicle.

Let $h_{v}(i)=H\left(v \oplus K_{v} \oplus C[i]\right) \bmod m$, where $1 \leq i \leq s$. We call $B\left[h_{v}(i)\right], 1 \leq i \leq s$, the representative bits of vehicle $v$ in bitmap $B$. When the vehicle passes the RSU, it selects one of the representative bits uniformly at random through another hashing, $i=H(L \oplus v) \bmod s$. The size $s$ of the array $C$ determines the number of different representative bits from which a vehicle may choose to set. As our privacy analysis and numerical evaluation will show, this parameter controls a performance tradeoff between preserved privacy and traffic estimation accuracy.

From each bitmap $B$ reported by an RSU, the central server can estimate the number of vehicles passing the RSU during the corresponding measurement period based on linear probabilistic counting [6], [25], [27] as follows:

$$
\begin{equation*}
\hat{n}=-m \ln V_{0}, \tag{1}
\end{equation*}
$$

where $V_{0}$ is the fraction of bits in $B$ that are zeros. Based on the historic traffic volumes, the central server will set the bitmap size at each RSU as follows:

$$
\begin{equation*}
m=2^{\left\lceil\log _{2}(\bar{n} \times f)\right\rceil} \tag{2}
\end{equation*}
$$

where $\bar{n}$ is the expected traffic volume at the RSU during the measurement period based on historical average at the same location and the same time, and $f$ is a system-wide load factor that specifies the ratio of the bitmap size and the expected traffic volume.

Formula (1) allows us to estimate point traffic based a single traffic record $B$. But we cannot apply it directly to solve the new problem of measuring persistent traffic across multiple traffic records. The key issues are how to combine multiple traffic records and how to derive new estimation formulas based on the combined information. Because the traffic volume $\bar{n}$ varies from place to place, the bitmap size varies accordingly. We set the value of $m$ in (2) always as a power of two in order to facilitate joining the information of different bitmaps for persistent traffic estimation; such joining will become clear when we discuss the technical details.

Traffic measurement functions may be integrated into the future connected vehicles, which are heavily invested from both major car companies and governments. For existing vehicles, one possible way of deployment is similar to today's highway toll payment chips. Today's widespread automatic highway payment such as E-Pass [1] has demonstrated that wireless communications between E-Pass and a toll reader can be completed with vehicles travelling at highway speed. This includes the time for authentication and account information exchange. The payment chips can be modified to include the functions of traffic measurement for toll road systems. For more general deployment, one possible way is to incorporate these functions into smart vehicle plates (sometimes called electronic license plates) or to replace annual registration stickers with chips that implement such functions.

## 3 Measurement of Point Persistent Traffic

Given a set of $t$ bitmaps, $\left\{B_{1}, \ldots, B_{t}\right\}$, that are measured at a certain location $L$ of interest during $t$ measurement periods, we want to estimate the point persistent traffic over the set as defined in Section 2.1. Let $m$ be the largest size of all bitmaps, i.e., $m=\max \left\{l_{1}, \ldots, l_{t}\right\}$, where $l_{j}$ is the number of bits in $B_{j}$, for $1 \leq j \leq t$.

Our basic approach is to combine $B_{j}$, for $1 \leq j \leq t$, through bitwise AND and establish a functional relationship between the number of persistent vehicles and the number of ones in the combined bitmap. We will then develop an estimator from the function to estimate persistent traffic based on ones in the combined bitmap. In the following, we will first introduce a technique of bitmap expansion that allows bitwise operations to be performed on bitmaps of different lengths. We will then discuss how to combine $B_{j}$, for $1 \leq j \leq t$, in order to properly handle transient traffic. Finally, we will derive the estimator for point persistent traffic.

### 3.1 Bitmap Expansion

To find the common traffic encoded by multiple bitmaps, we need to join the information from the bitmaps. Recall that each vehicle is encoded by setting a bit. If all bitmaps


Fig. 1. An example of combining two bitmaps of the same size, $B_{1}$ and $B_{2}$, by bitwise AND.

$\boldsymbol{B}_{1} \quad$| 1 | 0 | 1 | 1 | 0 | 1 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\boldsymbol{E}_{1}$ |  |  |  |  |  |  |  |

Bitwise AND | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\boldsymbol{E}_{*}$ |  |  |  |  |  |  |  |

Fig. 2. An example of combining two bitmaps of different sizes by bitwise AND.
have the same size, one simple approach of combining them is to perform bitwise AND, as shown by an example in Fig. 1. If a bit in the resulting bitmap is one, it means the same bit must be one in all bitmaps $B_{1}$ through $B_{t}$, indicating that there may be a common vehicle setting the bit in all those measurement periods.

However, if the bitmaps have different sizes, we will not be able to perform bitwise AND directly among them. To circumvent this problem, if the size of a bitmap $B_{j}$ is smaller than $m$, we expand it by replicating it multiple times until its size reaches $m$, as shown by an example in Fig. 2, where $B_{2}$ is replicated once (dashed part). Such expansion is always possible because the sizes of all bitmaps are powers of 2 . The expanded bitmap is denoted as $E_{j}$. If $l_{j}=m$, then $E_{j}$ is simply $B_{j}$. We use $\Pi$ to denote the set of expanded bitmaps (also known as traffic records). We perform bitwise AND over all expanded bitmaps in $\Pi$, and the result is denoted as $E_{*}$. Its $i$ th bit is denoted as $E_{*}[i], 1 \leq i \leq m$.

Consider an arbitrary common vehicle $v$. Its hash output, $h_{v}=H\left(v \oplus K_{v} \oplus C[H(L \oplus v) \bmod s]\right) \bmod m$, gives the index of the bit in $E_{*}$ that the vehicle is mapped to. In order to make sure that all common vehicles are recorded by $E^{*}$, the following property should hold after bitwise AND: $E_{*}\left[h_{v}\right]=1$, for any common vehicle $v$. It is obvious that this property holds in the special case where all original bitmaps $B_{j}, 1 \leq j \leq t$, have the same size $m$. In the general case, thanks to the design fact that the bitmap sizes are two's powers, we prove the property as follows: Consider an arbitrary bitmap $B_{j}$ of size $l_{j}$. The bit set to one by $v$ is at index $h_{v} \bmod l_{j}$. After $l_{j}$ is expanded to $m$, all the bits in $E_{j}$ at indices $\left(h_{v} \bmod l_{j}\right)+k l_{j}, 0 \leq k<\frac{m}{l_{j}}$, are ones. Because both $l_{j}$ and $m$ are powers of 2 and $m \geq l_{j}$, we know that $\frac{m}{l_{j}}$ is a positive integer. Hence, $h_{v} \bmod m=\left(h_{v} \bmod l_{j}\right)+k^{\prime} l_{j}$, for a certain integer $k^{\prime} \in\left[0, \frac{m}{l_{j}}\right)$. Therefore, the bit in $E_{j}$ at index ( $h_{v} \bmod m$ ) must be one. Since this holds for all expanded bitmaps $E_{j}, 1 \leq j \leq t$, we conclude that $E_{*}\left[h_{v}\right]=1$.

### 3.2 Handling Transient Traffic

Can we simply estimate the number of common vehicles based on the number of ones in $E_{*}$ ? The answer is no because transient vehicles can also cause bits in $E_{*}$ to be ones. See Fig. 3 for example, which shows three bitmaps, $B_{1}, B_{2}$ and $B_{3}$, collected from the same location. The vehicles that appear in each measurement period are shown


Fig. 3. An illustration for vehicle encoding in bitmaps, bitmap expansion, and bitmap joining.
above each bitmap. A black box indicates a common vehicle that appears in all measurement periods at the location. A white box indicates a transient vehicle. Each vehicle sets a bit to one, as the arrows in the figure show. The size of $B_{1}$ is half of the other bitmaps' size. We expand $B_{1}$ to $E_{1}$ by doubling its size, as shown in the figure with dashed lines. $E_{*}$, which is the bitwise AND of the three bitmaps, is at the bottom of the figure. We only show the values of two bits in $E_{*}$; both are ones. The first bit of one is caused by transient vehicles, which are different cars but happen to set bits at the same index due to hash collision. The second bit of one is caused by a common vehicle. We also want to point out that two common vehicles may set the same bit to one due to hash collision. Therefore, a bit of one in $E_{*}$ may indicate zero, one or multiple common vehicles. Estimating common vehicles solely based on ones in $E_{*}$ will be inaccurate. But if we combine information in $\Pi$ into more than one bitmap and use that information jointly with $E_{*}$, we will be able to gain enough differentiation through probabilistic derivation, which in turn allows us to make meaningful estimation. So, in addition to $E_{*}$, we produce two more combined bitmaps below.

We divide $\Pi$ into two subsets, $\Pi_{a}=\left\{E_{1}, \ldots, E_{[t / 2]}\right\}$ and $\Pi_{b}=\left\{E_{\lceil t / 2\rceil+1}, \ldots, E_{t}\right\}$. Let $E_{a}$ be the join of bitmaps in $\Pi_{a}$ by bitwise AND, $E_{b}$ the join of bitmaps in $\Pi_{b}$ by bitwise AND, and $E_{*}$ the join of $E_{a}$ and $E_{b}$ by bitwise AND.
$E_{a}$ (or $E_{b}$ ) encodes both the set of common vehicles and possibly some transient vehicles. From (1), we compute the number of independent vehicles that would have produce the bitmap $E_{a}$ (or $E_{b}$ ):

$$
\begin{equation*}
n_{a}=\frac{\ln V_{a, 0}}{\ln \left(1-\frac{1}{m}\right)}, \quad n_{b}=\frac{\ln V_{b, 0}}{\ln \left(1-\frac{1}{m}\right)}, \tag{3}
\end{equation*}
$$

where $V_{a, 0}\left(V_{b, 0}\right)$ is the fraction of zeros in $E_{a}\left(E_{b}\right)$. Essentially we use an abstract set of $n_{a}$ vehicles to produce the same effect as what all vehicles in $\Pi_{a}$ jointly produce in $E_{a}$. This abstraction relieves us from the dependency within $\Pi_{a}$. Because the bits of ones in $E_{a}$ retain the information from the common vehicles, the $n_{a}$ vehicles contain the set of common vehicles. Similarly we use an abstract set of $n_{b}$ vehicles to summarize the effect of $\Pi_{b}$. While dividing $\Pi$ into more than two sets is possible, we find the two-set solution is not only simple but works effectively.

### 3.3 Deriving an Estimator for Persistent Traffic

For an arbitrary bit in $E_{*}$, its value can be modeled as a random binary variable whose value is probabilistically determined as the vehicles randomly choose their bits to set. Let $n_{*}$ be the number of common vehicles. The probability $P_{*}$ for at least one of the common vehicles to set the bit is

$$
\begin{equation*}
P_{*}=1-\left(1-\frac{1}{m}\right)^{n_{*}} \tag{4}
\end{equation*}
$$

The probability for this bit to be set by a transient vehicle in $E_{a}$ (or $E_{b}$ ) is

$$
\begin{equation*}
P_{a}=1-\left(1-\frac{1}{m}\right)^{n_{a}-n_{*}}, P_{b}=1-\left(1-\frac{1}{m}\right)^{n_{b}-n_{*}} \tag{5}
\end{equation*}
$$

Let $X_{i, 1}, 1 \leq i \leq m$, be the event that the $i$ th bit in $E_{*}$ becomes one. Combining the above analysis, the probability for $X_{i, 1}, 1 \leq i \leq m$, to occur is

$$
\begin{align*}
& \operatorname{Prob}\left\{X_{i, 1}\right\}=P_{*}+\left(1-P_{*}\right) P_{a} P_{b} \\
& =1-\left(1-\frac{1}{m}\right)^{n_{*}}+\left(1-\frac{1}{m}\right)^{n_{*}} \times\left(1-\left(1-\frac{1}{m}\right)^{n_{a}-n_{*}}\right) \\
& \quad \times\left(1-\left(1-\frac{1}{m}\right)^{n_{b}-n_{*}}\right)  \tag{6}\\
& =1-\left(1-\frac{1}{m}\right)^{n_{a}}-\left(1-\frac{1}{m}\right)^{n_{b}}+\left(1-\frac{1}{m}\right)^{n_{a}+n_{b}-n_{*}}
\end{align*}
$$

Transforming (3) to $V_{a, 0}=\left(1-\frac{1}{m}\right)^{n_{a}}$ and $V_{b, 0}=\left(1-\frac{1}{m}\right)^{n_{b}}$, we have

$$
\begin{equation*}
\operatorname{Prob}\left\{X_{i, 1}\right\}=1-V_{a, 0}-V_{b, 0}+V_{a, 0} V_{b, 0}\left(1-\frac{1}{m}\right)^{-n_{*}} \tag{7}
\end{equation*}
$$

Let $V_{*, 1}$ be a random variable for the fraction of bits in $E_{*}$ that are ones. We can measure an instance value of $V_{*, 1}$ from $E_{*}$. This instance value will be used in the estimator derived later. We have

$$
\begin{equation*}
V_{*, 1}=\frac{1}{m} \sum_{i=1}^{m} I_{X_{i, 1}}, \tag{8}
\end{equation*}
$$

where $I_{X_{i, 1}}$ be the indicator variable of $X_{i, 1}$, whose value is 1 when the event $X_{i, 1}$ occurs and 0 otherwise. Clearly, $E\left(I_{X_{i, 1}}\right)=\operatorname{Prob}\left\{X_{i, 1}\right\}$. Hence,

$$
\begin{equation*}
E\left(V_{*, 1}\right)=\frac{1}{m} \sum_{i=1}^{m} E\left(I_{X_{i, 1}}\right)=\frac{1}{m} \sum_{i=1}^{m} \operatorname{Prob}\left\{X_{i, 1}\right\} \tag{9}
\end{equation*}
$$

Because $\operatorname{Prob}\left\{X_{i, 1}\right\}, 1 \leq i \leq m$, has the same value in (7), we have

$$
\begin{equation*}
E\left(V_{*, 1}\right)=1-V_{a, 0}-V_{b, 0}+V_{a, 0} V_{b, 0}\left(1-\frac{1}{m}\right)^{-n_{*}} \tag{10}
\end{equation*}
$$

Solving the equation for $n_{*}$, we have

$$
\begin{equation*}
n_{*}=\frac{\ln V_{a, 0}+\ln V_{b, 0}-\ln \left(E\left(V_{*, 1}\right)+V_{a, 0}+V_{b, 0}-1\right)}{\ln \left(1-\frac{1}{m}\right)} . \tag{11}
\end{equation*}
$$

Replacing the expected value $E\left(V_{*, 1}\right)$ with the instance value $V_{*, 1}$ measured from $E_{*}$, we have the following formula for an estimated value $\hat{n_{*}}$ of the number of common vehicles.

$$
\begin{equation*}
\hat{n_{*}}=\frac{\ln V_{a, 0}+\ln V_{b, 0}-\ln \left(V_{*, 1}+V_{a, 0}+V_{b, 0}-1\right)}{\ln \left(1-\frac{1}{m}\right)} . \tag{12}
\end{equation*}
$$

where $V_{a, 0,}, V_{b, 0}$ and $V_{*, 1}$ are measured from $E_{a}$ and $E_{b}$ and $E_{*}$, respectively.

## 4 Measurement of Point-to-Point Persistent Traffic

Consider two locations of interest, $L$ and $L^{\prime}$. Let $\left\{B_{1}, \ldots, B_{t}\right\}$ and $\left\{B_{1}^{\prime}, \ldots, B_{t}^{\prime}\right\}$ be the sets of bitmaps measured during the same periods at $L$ and $L^{\prime}$, respectively. We want to estimate the point-to-point persistent traffic between the locations as defined in Section 2.1. Let $m\left(m^{\prime}\right)$ be the largest size of all bitmaps from $L\left(L^{\prime}\right)$. Without loss of generality, assume $m \leq m^{\prime}$.

To find point-to-point persistent traffic, we need to combine the traffic records (bitmaps) at each location first and then further combine the resulting bitmaps from two locations. Each step uses the technique of expansion to make sure that bitmaps are of the same length so that bitwise operations can be performed. We will then derive an estimator for persistent traffic based on information in the combined bitmaps.

### 4.1 Two-Level Bitmap Expansion and Joining

The first level of bitmap expansion and joining are performed among the bitmaps from a single location. Consider the bitmaps from $L$. For each bitmap $B_{j}, 1 \leq j \leq t$, if its size is smaller than $m$, we expand it by replicating it multiple times until its size reaches $m$. We then perform bitwise AND over all expanded bitmaps from $L$. The resulting bitmap is denoted as $E_{*}$, whose size is $m$. As we have explained in Section 3.1, the bitmap $E_{*}$ encodes the set $C$ of common vehicles appearing at one location $L$ during $t$ measurement periods. Besides that, $E_{*}$ also encodes transient vehicles, e.g., those vehicles that set the first bit of one in $E_{*}$ in Fig. 3.

Similarly, we expand each bitmap from $L^{\prime}$ to the size of $m^{\prime}$ and perform bitwise AND over all expanded bitmaps from $L^{\prime}$. The result is denoted as $E_{*}^{\prime}$, which encodes the set $C^{\prime}$ of common vehicles appearing at $L^{\prime}$ during the $t$ measurement periods, as well as transient vehicles. What we are interested here is not $|C|$ or $\left|C^{\prime}\right|$; they are the subject of the previous section. Let $C^{\prime \prime}=C \bigcap C^{\prime}$. We want to know $\left|C^{\prime \prime}\right|$, the number of common vehicles that pass both $L$ and $L^{\prime}$ during the $t$ measurement periods. When we discuss the point-to-point common vehicles in $C^{\prime \prime}$, the vehicles in $C$ or $C^{\prime \prime}$ but not in $C^{\prime \prime}$ will also be referred to as transient vehicles.

The second level of bitmap expansion and joining are performed between two locations. If $m<m^{\prime}$, we expand $E_{*}$ by replicating it multiple times until its size research $m^{\prime}$. The expanded bitmap is denoted as $S_{*}$, where we use $S$ to signify this is the Second level expansion. If $m=m^{\prime}, S_{*}$ is simply $E_{*}$. We join the expanded $S_{*}$ with $E_{*}^{\prime}$ by bitwise OR and the resulting bitmap is denoted as $E_{*}^{\prime \prime}$. (The reason for bitwise OR instead of bitwise AND is that the probabilistic analysis for deriving an estimator based on the result of bitwise AND is extremely difficult, whereas bitwise OR gives a closed-form formula.)

In the following, we will analysis the zero ratio of $E_{*}^{\prime \prime}$ to derive an estimator for point-to-point persistent traffic. Note that we divide the bitmap set $\Pi$ into two subsets in the point model, which can greatly help us to filter the noise
bits of ones introduced by vehicles. However, we should use the total number of independent vehicles that would have produced the bitmap $E_{*}$ and $E_{*}^{\prime}$ to analyze the probability of one bit in $E_{*}^{\prime \prime}$ is zero; otherwise, our probabilistic analysis will be wrong. Therefore, $\Pi$ ( $\Pi^{\prime}$ ) will not be divided into two subsets in the point-to-point model.

### 4.2 Deriving an Estimator for Point-to-Point Persistent Traffic

In Section 3.3, a common vehicle always sets bits in $E_{a}$ and $E_{b}$ at the same index, which makes probabilistic analysis much simpler. For persistent point-to-point traffic measurement, a common vehicle may set bits in $E_{*}$ and $E_{*}^{\prime}$ at difference indices, $h_{v}=H\left(v \oplus K_{v} \oplus C[H(L \oplus v) \bmod s]\right) \bmod m$ and $h_{v}^{\prime}=H\left(v \oplus K_{v} \oplus C\left[H\left(L^{\prime} \oplus v\right) \bmod s\right]\right) \bmod m^{\prime}$, which are dependent on location coordinates, $L$ and $L^{\prime}$. This makes the problem much harder because a common vehicle does not necessarily set bits in $E_{*}$ and $E_{*}^{\prime}$ at the same index. It only has a certain probability to do so.
$E_{*}$ (or $E_{*}^{\prime}$ ) encodes both the set $C^{\prime \prime}$ of common vehicles and possibly some transient vehicles. Again based on (1), we compute the number of independent vehicles that would have produced the bitmap $E_{*}\left(\right.$ or $\left.E_{*}^{\prime}\right)$ :

$$
\begin{equation*}
n=\frac{\ln V_{*, 0}}{\ln \left(1-\frac{1}{m}\right)}, \quad n^{\prime}=\frac{\ln V_{*, 0}^{\prime}}{\ln \left(1-\frac{1}{m^{\prime}}\right)} \tag{13}
\end{equation*}
$$

where $V_{*, 0}\left(V_{*, 0}^{\prime}\right)$ is the fraction of zeros in $E_{*}\left(E_{*}^{\prime}\right)$. Similar to Section 3.3, we use an abstract set of $n$ independent vehicles to produce the same effect as what all vehicles that pass $L$ will jointly produce in $E_{*}$. Yet the bits of ones in $E_{*}$ retain all information from the common vehicles. We also use an abstract set of $n^{\prime}$ independent vehicles to summarize what the vehicles passing $L^{\prime} s$ will produce in $E_{*}^{\prime}$.

For an arbitrary bit $E_{*}^{\prime \prime}[i], 1 \leq i \leq m^{\prime}$, whose value is the OR of $S_{*}[i]$ and $E_{*}^{\prime}[i]$. We derive the probability for $E_{*}^{\prime \prime}[i]$ to be zero. For this to happen, no common/transient vehicle should set $S_{*}[i]$ or $E_{*}^{\prime}[i]$ to one. Let $n^{\prime \prime}$ be the number of common vehicles in $C^{\prime \prime}$.

First, consider an arbitrary common vehicle in $C^{\prime \prime}$. If the vehicle sets $E_{*}[i \bmod m]$ to one, then after expansion $S_{*}[i]$ will be one. Let $E_{*}\left[i^{\prime} \bmod m\right], 1 \leq i^{\prime} \leq m^{\prime}$, be the bit that the vehicle sets at $L$. The probability for $E_{*}\left[i^{\prime} \bmod m\right]$ to be different from $E_{*}[i \bmod m]$ is $1-\frac{1}{m}$. In this case, $S_{*}[i]$ is not set by the vehicle. Under this condition ( $i^{\prime} \bmod m \neq i \bmod m$ ), we analyze the probability of the vehicle not setting $E_{*}^{\prime}[i]$ at location $L^{\prime}$. The vehicle will be mapped at $L^{\prime}$ to one of its $s$ representative bits, including $E_{*}^{\prime}\left[i^{\prime}\right]$ with probability $\frac{1}{s}$ - in which case, $E_{*}^{\prime}[i]$ is not set because $i^{\prime} \neq i$. With probability $1-\frac{1}{s^{\prime}}$ the vehicle is mapped to a bit other than $E_{*}^{\prime}\left[i^{\prime}\right]$, and that bit has a chance of $\frac{1}{m^{\prime}}$ to happen to be $E_{*}^{\prime}[i]$. In summary, the probability for any common vehicle not to set either $S_{*}[i]$ or $E_{*}^{\prime}[i]$ is $\left(1-\frac{1}{m}\right)\left(\frac{1}{s}+\left(1-\frac{1}{s}\right)\left(1-\frac{1}{m^{\prime}}\right)\right)$. The probability for none of the common vehicles to set either $S_{*}[i]$ or $E_{*}^{\prime}[i]$ is

$$
\begin{equation*}
P_{1}=\left(1-\frac{1}{m}\right)^{n^{\prime \prime}}\left(\frac{1}{s}+\left(1-\frac{1}{s}\right)\left(1-\frac{1}{m^{\prime}}\right)\right)^{n^{\prime \prime}} . \tag{14}
\end{equation*}
$$

Second, there are $n-n^{\prime \prime}$ transient vehicles passing location $L$. The probability for none of these transient vehicles to set $E_{*}(i \bmod m)$ is $\left(1-\frac{1}{m}\right)^{n-n^{\prime \prime}}$. Similarly, there are $n^{\prime}-n^{\prime \prime}$
transient vehicles passing location $L^{\prime}$. The probability for none of these transient vehicles to set $E_{*}^{\prime}[i]$ is $\left(1-\frac{1}{m^{\prime}}\right)^{n^{\prime}-n^{\prime \prime}}$.

Now we model the value of the $i$ th bit in $E_{*}^{\prime \prime}$ as a binary random variable, where $1 \leq i \leq m^{\prime}$. Let $Y_{i, 0}, 1 \leq i \leq m^{\prime}$, be the event that the $i$ th bit remains zero. Combining the above analysis, we have

$$
\begin{align*}
\operatorname{Prob}\left\{Y_{i, 0}\right\} & =P_{1}\left(1-\frac{1}{m}\right)^{n-n^{\prime \prime}}\left(1-\frac{1}{m^{\prime}}\right)^{n^{\prime}-n^{\prime \prime}}  \tag{15}\\
& =\left(1+\frac{1}{s m^{\prime}-s}\right)^{n^{\prime \prime}}\left(1-\frac{1}{m}\right)^{n}\left(1-\frac{1}{m^{\prime}}\right)^{n^{\prime}}
\end{align*}
$$

Applying (13), we have

$$
\begin{equation*}
\operatorname{Prob}\left\{Y_{i, 0}\right\}=\left(1+\frac{1}{s m^{\prime}-s}\right)^{n^{\prime \prime}} V_{*, 0} V_{*, 0}^{\prime} . \tag{16}
\end{equation*}
$$

Let $V_{*, 0}^{\prime \prime}$ be a random variable for the fraction of bits in $E_{*}^{\prime \prime}$ that are zeros. We have

$$
\begin{equation*}
V_{*, 0}^{\prime \prime}=\frac{1}{m^{\prime}} \sum_{i=1}^{m^{\prime}} I_{Y_{i, 0}}, \tag{17}
\end{equation*}
$$

where $I_{Y_{i, 0}}$ be the indicator variable of $Y_{i, 0}$, whose value is 1 when the event $Y_{i, 0}$ occurs and 0 otherwise. Clearly, $E\left(I_{Y_{i, 0}}\right)=\operatorname{Prob}\left\{Y_{i, 0}\right\}$. Hence,

$$
\begin{equation*}
E\left(V_{*, 0}^{\prime \prime}\right)=\frac{1}{m^{\prime}} \sum_{i=1}^{m^{\prime}} E\left(I_{Y_{i, 0}}\right)=\frac{1}{m^{\prime}} \sum_{i=1}^{m^{\prime}} \operatorname{Prob}\left\{Y_{i, 0}\right\} \tag{18}
\end{equation*}
$$

Because $\operatorname{Prob}\left\{Y_{i, 0}\right\}, 1 \leq i \leq m^{\prime}$, has the same value in (16), we have

$$
\begin{equation*}
E\left(V_{*, 0}^{\prime \prime}\right)=\left(1+\frac{1}{s m^{\prime}-s}\right)^{n^{\prime \prime}} V_{*, 0} V_{*, 0}^{\prime} . \tag{19}
\end{equation*}
$$

Suppose $m^{\prime}$ is large. Solving the equation for $n^{\prime \prime}$ and apply $\ln (1+x) \approx x$ when $x$ is small, we have

$$
\begin{equation*}
n^{\prime \prime} \approx s m^{\prime}\left(\ln E\left(V_{*, 0}^{\prime \prime}\right)-\ln V_{*, 0}-\ln V_{*, 0}^{\prime}\right) \tag{20}
\end{equation*}
$$

Replacing the expected value $E\left(V_{*, 0}^{\prime \prime}\right)$ with the instance value $V_{*, 0}^{\prime \prime}$ measured from $E_{*,}^{\prime \prime}$, we have the following formula for an estimated value $\hat{n}^{\prime \prime}$ of the number of common vehicles passing both locations $L$ and $L^{\prime}$ during all $t$ measurement periods.

$$
\begin{equation*}
\hat{n^{\prime \prime}}=s m^{\prime}\left(\ln V_{*, 0}^{\prime \prime}-\ln V_{*, 0}-\ln V_{*, 0}^{\prime}\right) . \tag{21}
\end{equation*}
$$

where $V_{*, 0}, V_{*, 0}^{\prime}$ and $V_{*, 0}^{\prime \prime}$ are measured from $E_{*}$ and $E_{*}^{\prime}$ and $E_{*}^{\prime \prime}$, respectively.

## 5 Measurement of Multi-Point Persistent Traffic

In this section, we generalize our method for multi-point persistent traffic measurement. Consider a set of locations of interest, $L_{1}, \ldots, L_{d}$. Let $\left\{B_{1,1}, \ldots, B_{1, t}\right\}, \ldots,\left\{B_{d, 1}, \ldots, B_{d, t}\right\}$ be the sets of bitmaps measured during the same periods at $L_{1}, \ldots, L_{d}$, respectively. Our aim is to estimate the multipoint persistent traffic as defined in Section 2.1. Let $m_{i}$ be the largest size of all bitmaps from $L_{i}$. Without loss of generality, we assume that $m_{1} \leq m_{2} \leq \ldots \leq m_{d}$. Below we will first show how to extend our design for three-point persistent traffic measurement, and then present a general framework for multi-point persistent traffic measurement.

### 5.1 Three-Point Persistent Traffic Measurement

Similar to the point-to-point case, we first perform the firstlevel bitmap expansion and join among the bitmaps from each location $L_{i}$, i.e., expending the bitmaps in $\left\{B_{i, 1}, \ldots, B_{i, t}\right\}$ to the size of $m_{i}$ and then performing bitwise AND over all the expended bitmaps. The resulting bitmap is denoted by $E_{i}$.

Then, we perform the second-level bitmap expansion and join among bitmaps $E_{1}, E_{2}$ and $E_{3}$. As $m_{1} \leq m_{2} \leq m_{3}$, we expand $E_{1}$ and $E_{2}$ (if necessary) by replicating them multiple times until each of them reaches the size of $m_{3}$. We use $S_{i}$ to denote the expanded bitmap of $E_{i}$. Note that $S_{3}$ equals to $E_{3}$. The result of bitwise OR over $S_{1}, S_{2}$ and $S_{3}$ is denoted as $S_{*}$. According to [25], the number of vehicles estimated based on the bitmap $E_{i}\left(S_{*}\right)$ is

$$
\begin{align*}
& N_{i}=\frac{\ln V_{i, 0}}{\ln \left(1-\frac{1}{m_{i}}\right)}, \\
& N_{*}=\frac{\ln V_{*, 0}}{\ln \left(1-\frac{1}{m_{3}}\right)}, \tag{22}
\end{align*}
$$

where $V_{i, 0}$ and $V_{*, 0}$ are the fractions of zeros in $E_{i}$ and $S_{*}$, respectively, for $1 \leq i \leq 3$. We cannot use $N_{*}$ as the estimation for the three-point persistent traffic volume because bitmap expansion distorts vehicle recording. After $E_{i}$ is expanded to $S_{i}$, as the bitmap size is increased from $m_{i}$ to $m_{3}$ and the fraction of zeros stays the same as $V_{i, 0}$, the estimated number of vehicles becomes $\frac{\ln V_{i, 0}}{\ln \left(1-\frac{1}{m_{3}}\right)} \approx \frac{m_{3}}{m_{i}} N_{i}$ because $\ln \left(1-\frac{1}{x}\right) \approx \frac{1}{x}$ when $x$ is large. Observed from a different angle, each vehicle that sets a single bit of one in $E_{i}$ causes $\frac{m_{3}}{m_{i}}$ bits in $S_{*}$ to be set as ones, which in turn results in an overestimation factor of $\frac{m_{3}}{m_{i}}$ (for this vehicle) in (22).

Let $W_{i}$ be the set of vehicles that persistently pass location $L_{i}, n_{i}$ be the number of vehicles that persistently pass location $L_{i}$, and $n_{i, j}$ be the number of point-to-point persistent vehicles that pass location $L_{i}$ and $L_{j}$. Our target is to estimate the number of three-point persistent vehicles, which is denoted as $n_{1,2,3}=\left|W_{1} \cap W_{2} \cap W_{3}\right|$. The persistent vehicles that pass location $L_{1}$ can be partitioned into four sets: $W_{1} \cap W_{2} \cap W_{3}$, $W_{1} \cap W_{2}-W_{3}, W_{1} \cap W_{3}-W_{2}$, and $W_{1}-W_{2}-W_{3}$. Further consider three other sets of vehicles, $W_{2} \cap W_{3}-W_{1}$, $W_{2}-W_{1}-W_{3}$, and $W_{3}-W_{1}-W_{2}$, which pass locations $L_{2}$ and $L_{3}$, only $L_{2}$, and only $L_{3}$, respectively. Below we derive the overestimation factor of vehicles in each of the above sets.

1) Consider a vehicle $v \in W_{1} \cap W_{2} \cap W_{3}$. It pseudorandomly selects a bit in $E_{1}\left[i \bmod m_{1}\right]\left(1 \leq i \leq m_{3}\right)$ and sets it to one. After the second level bitmap expansion, $v$ sets bits $S_{1}\left[k *\left(i \bmod m_{1}\right)\right], 1 \leq k \leq \frac{m_{3}}{m_{1}}$, to ones. As a result, $\frac{m_{3}}{m_{1}}$ bits in $S_{*}$, i.e., $S_{*}\left[k *\left(i \bmod m_{1}\right)\right], 1 \leq k \leq \frac{m_{3}}{m_{1}}$, are set to ones by $v$. Let $E_{2}\left[i^{\prime} \bmod m_{2}\right], 1 \leq i^{\prime} \leq m_{3}$, be the bit that $v$ sets to one at $L_{2}$. There are two cases: $i \bmod m_{1}=i^{\prime} \bmod m_{1}$ and $i \bmod m_{1} \neq i^{\prime} \bmod m_{1}$. In the former case, $v$ does not introduce any additional bit of one in $S_{*}$ due to its appearance at location $L_{2}$. In the latter case, $v$ will introduce $\frac{m_{3}}{m_{2}}$ more bits of ones in $S_{*}$. With a probability of $1-\frac{1}{s^{\prime}} v$ chooses a different bit from its $s$ representative bits at $L_{2}$ than the bit chosen at $L_{1}$, and the conditional probability for $i \bmod m_{1} \neq i^{\prime}$ $\bmod m_{1}$ is $1-\frac{1}{m_{1}}$. Therefore, the expected number of bits of ones that vehicle $v$ sets in $S_{*}$ due to its appearance at $L_{1}$ and $L_{2}$ is $\frac{m_{3}}{m_{1}}+\frac{m_{3}}{m_{2}}\left(1-\frac{1}{s}\right)\left(1-\frac{1}{m_{1}}\right)$.

Next, we consider location $L_{3}$. There are two cases that $v$ may bring more ones in $S_{*}$ due to its appearance at location $L_{3}$. Let $E_{3}\left[i^{\prime \prime} \bmod m_{3}\right], 1 \leq i_{\prime \prime}^{\prime \prime} \leq m_{3}$, be the bit that $v$ sets at $L_{3}$. The first case is $i^{\prime \prime} \bmod m_{1} \neq i^{\prime} \bmod m_{1} \neq i \bmod m_{1}$. Note that the probability of $i \bmod m_{1} \neq i^{\prime} \bmod m_{1}$ is $\left(1-\frac{1}{s}\right)\left(1-\frac{1}{m_{1}}\right)$, and the conditional probability for $v$ to choose a different bit from its $s$ representative bits at $L_{3}$ than those at $L_{1}$ and $L_{2}$ is $1-\frac{2}{s}$; so the conditional probability for $E_{3}\left[i^{\prime \prime}\right]$ being neither $S_{1}\left[\frac{m_{3}}{m_{1}}\left(i \bmod m_{1}\right)\right]$ nor $S_{2}\left[\frac{m_{3}}{m_{2}}\left(i^{\prime} \bmod m_{2}\right)\right]$ is $1-\frac{m_{3} / m_{1}+m_{3} / m_{2}}{m_{3}}$. The second case is $i^{\prime \prime} \bmod m_{1} \neq i^{\prime} \bmod m_{1}=i \bmod m_{1}$. There are two subcases depending on whether $v$ chooses two different bits from its logical bit array or not. Similar to the analysis for the first case, the probabilities for these two subcases to happen are $\frac{1}{s}\left(1-\frac{1}{s}\right)\left(1-\frac{1}{m_{1}}\right)$ and $\left(1-\frac{1}{s}\right) \frac{1}{m_{1}}\left(1-\frac{2}{s}\right)\left(1-\frac{1}{m_{1}}\right)$, respectively.

Combining the above analysis, we have that the overestimation factor, i.e., the expected number of bits of ones that vehicle $v$ sets in $S_{*}$, is

$$
\begin{equation*}
Q_{1}=\frac{m_{3}}{m_{1}}+\left(1-\frac{1}{s}\right)\left(1-\frac{1}{m_{1}}\right)\left[\frac{m_{3}}{m_{2}}+\frac{1}{s}+\left(1-\frac{1}{m_{2}}\right)\left(1-\frac{2}{s}\right)\right] . \tag{23}
\end{equation*}
$$

The number of vehicles in $W_{1} \cap W_{2} \cap W_{3}$ is $n_{1,2,3}$. Therefore, all vehicles in $W_{1} \cap W_{2} \cap W_{3}$ are overestimated as $Q_{1} * n_{1,2,3}$ vehicles in the estimation of (22).
2) Consider the vehicle set $W_{1} \cap W_{2}-W_{3}$. Following an analysis similar to the case of $v \in W_{1} \cap W_{2} \cap W_{3}$, we have that the expected number of bits of ones that vehicle $v$ sets in $S_{*}$ at $L_{1}$ and $L_{2}$ is

$$
\begin{equation*}
Q_{2}=\frac{m_{3}}{m_{1}}+\frac{m_{3}}{m_{2}}\left(1-\frac{1}{s}\right)\left(1-\frac{1}{m_{1}}\right) \tag{24}
\end{equation*}
$$

The cardinality of $W_{1} \cap W_{2}-W_{3}$ is $n_{1,2}-n_{1,2,3}$. Thus, all vehicles in $W_{1} \cap W_{2}-W_{3}$ are overestimated as $Q_{2} *$ $\left(n_{1,2}-n_{1,2,3}\right)$ vehicles in (22).
3) Consider the vehicle set $W_{1} \cap W_{3}-W_{2}$. Similar to the case of $v \in W_{1} \cap W_{2}-W_{3}$, the expected number bits of ones that vehicle $v$ set in $S_{*}$ at $L_{1}$ and $L_{3}$ is

$$
\begin{equation*}
Q_{3}=\frac{m_{3}}{m_{1}}+\left(1-\frac{1}{s}\right)\left(1-\frac{1}{m_{1}}\right) \tag{25}
\end{equation*}
$$

The cardinality of $W_{1} \cap W_{2}-W_{3}$ is $n_{1,3}-n_{1,2,3}$. Hence, all vehicles in $W_{1} \cap W_{3}-W_{2}$ are overestimated as $Q_{3} *$ $\left(n_{1,3}-n_{1,2,3}\right)$ vehicles in (22).
4) Consider the vehicle set $W_{2} \cap W_{3}-W_{1}$. Similar to the case of $v \in W_{1} \cap W_{2}-W_{3}$, the expected number of bits of ones that vehicle $v$ sets in $S_{*}$ at location $L_{2}$ and $L_{3}$ is

$$
\begin{equation*}
Q_{4}=\frac{m_{3}}{m_{2}}+\left(1-\frac{1}{s}\right)\left(1-\frac{1}{m_{2}}\right) \tag{26}
\end{equation*}
$$

The cardinality of $W_{2} \cap W_{3}-W_{1}$ is $n_{2,3}-n_{1,2,3}$. Hence, all vehicles in $W_{2} \cap W_{3}-W_{1}$ are overestimated as $Q_{4} *$ $\left(n_{2,3}-n_{1,2,3}\right)$ vehicles in (22).
5) Consider a vehicle in $v \in W_{1}-W_{2}-W_{3}$. After the second level bitmap expansion, $v$ sets $\frac{m_{3}}{m_{1}}$ bits in $S_{*}$ to ones. The cardinality of $W_{1}-W_{2}-W_{3}$ is $n_{1}-n_{1,2}-n_{1,3}+n_{1,2,3}$. Thus, all vehicles in $W_{1}-W_{2}-W_{3}$ are overestimated as $\frac{m_{3}}{m_{1}}\left(n_{1}-n_{1,2}-n_{1,3}+n_{1,2,3}\right)$ vehicles in (22).
6) Consider a vehicle $v \in W_{2}-W_{1}-W_{3}$. After the second level bitmap expansion, $v$ sets $\frac{m_{3}}{m_{2}}$ bits in $S_{*}$ to ones. The
cardinality of $W_{2}-W_{1}-W_{3}$ is $n_{2}-n_{1,2}-n_{2,3}+n_{1,2,3}$. Thus, all vehicles in $W_{2}-W_{1}-W_{3}$ are overestimated as $\frac{m_{3}}{m_{2}}\left(n_{2}-n_{1,2}-n_{2,3}+n_{1,2,3}\right)$ vehicles in (22).
7) Consider a vehicle $v \in W_{3}-W_{1}-W_{2}$. After the second level bitmap expansion, $v$ sets only one bit in $S_{*}$ to one. The cardinality of $W_{3}-W_{1}-W_{2}$ is $n_{3}-n_{1,3}-n_{2,3}+n_{1,2,3}$. Thus, all vehicles in $W_{3}-W_{1}-W_{2}$ are estimated as $n_{3}-n_{1,3}-n_{2,3}+n_{1,2,3}$ vehicles in (22).

According to the above analysis, we have

$$
\begin{align*}
N_{*}= & Q_{1} n_{1,2,3}+Q_{2}\left(n_{1,2}-n_{1,2,3}\right) \\
& +Q_{3}\left(n_{1,3}-n_{1,2,3}\right)+Q_{4}\left(n_{2,3}-n_{1,2,3}\right) \\
& +\frac{m_{3}}{m_{1}}\left(n_{1}-n_{1,2}-n_{1,3}+n_{1,2,3}\right)  \tag{27}\\
& +\frac{m_{3}}{m_{2}}\left(n_{2}-n_{1,2}-n_{2,3}+n_{1,2,3}\right) \\
& +\left(n_{3}-n_{1,3}-n_{2,3}+n_{1,2,3}\right) .
\end{align*}
$$

Finally, we get the estimator $\hat{n}_{1,2,3}$ by solving (27):

$$
\begin{align*}
& \hat{n}_{1,2,3}= \\
& \frac{N_{*}-Q_{2} n_{1,2}-Q_{3} n_{1,3}-Q_{4} n_{2,3}-\frac{m_{3} n_{1}^{\prime}}{m_{1}}-\frac{m_{3} n_{2}^{\prime}}{m_{2}}-n_{3}^{\prime}}{Q_{1}-Q_{2}-Q_{3}-Q_{4}+\frac{m_{3}}{m_{1}}+\frac{m_{3}}{m_{2}}+1} \tag{28}
\end{align*}
$$

where $n_{1}^{\prime}=n_{1}-n_{1,2}-n_{1,3}, n_{2}^{\prime}=n_{2}-n_{1,2}-n_{2,3}$ and $n_{3}^{\prime}=$ $n_{3}-n_{1,3}-n_{2,3}$. The values of $n_{i}$ and $n_{i, j}$, for $1 \leq i, j \leq 3$, $i \neq j$, can be estimated by the approaches in Section 3.3 and Section 4, respectively.

### 5.2 Multi-Point Persistent Traffic Measurement

The analysis of multi-point scheme is similar to that of the three-point scheme. We first perform the first-level bitmap expansion and join to get the resulting bitmap $E_{i}$ for each location $L_{i}$, and then perform the second-level bitmap expansion for each $E_{i}$ (if necessary) to get the expended bitmap $S_{i}$. After that, we perform bitwise OR over $S_{1}$, $S_{2}, \ldots, S_{d}$ to get the resulting bitmap $S_{*}$. Note that the sizes of $S_{1}, S_{2}, \ldots, S_{d}$ are all $m_{d}$.

We can follow the similar reasoning as that for the threepoint scheme to derive the $d$-point persistent traffic estimator, i.e., partitioning the persistent vehicles into multiple sets and then analyzing the overestimation factor of vehicles in each of the partitioned sets. We denote the set of $d$ locations as $\mathcal{L}_{d}=\left\{L_{1}, L_{2}, \ldots, L_{d}\right\}$, and the set of vehicles that just pass all the locations in $\mathcal{L}$ as $\mathcal{V}_{\mathcal{L}}$. Thus, all the persistent vehicles can be partitioned into sets $\mathcal{V}_{\mathcal{L}_{d^{\prime}}}, \mathcal{V}_{\mathcal{L}_{d^{-}}\left\{L_{i}\right\}}(1 \leq i \leq d)$, $\mathcal{V}_{\mathcal{L}_{d}-\left\{L_{i}, L_{j}\right\}}(1 \leq i<j \leq d), \ldots, \mathcal{V}_{\left\{L_{i}\right\}}(1 \leq i \leq d)$.

The $d$-point persistent traffic estimator can be inductively derived, i.e., deriving the $k$-point persistent traffic estimators from $k=3$ to $d$ one by one. Suppose that we have derived the estimators for the $k$-point $(1 \leq k \leq d-1)$ persistent traffic, the details for deriving the $d$-point persistent traffic are described as follows:
Step 1: For each partition $\mathcal{V}_{\mathcal{L}}$, we obtain the overestimation factor of vehicles in partition $\mathcal{V}_{\mathcal{L}}$ by using the similar reasoning as that for the three-point scheme.
Step 2: Construct the functions for $N_{*}$ and the cardinality of partitioned sets:

$$
\begin{align*}
N_{*}= & Q_{\mathcal{L}_{d}}\left|\mathcal{V}_{\mathcal{L}_{d}}\right|+\sum_{i=1}^{d} Q_{\mathcal{L}_{d}-\left\{L_{i}\right\}}\left|\mathcal{V}_{\mathcal{L}_{d}-\left\{L_{i}\right\}}\right| \\
& +\sum_{i=1}^{d-1} \sum_{j=i+1}^{d} Q_{\mathcal{L}_{d}-\left\{L_{i}, L_{j}\right\}}\left|\mathcal{V}_{\mathcal{L}_{d}-\left\{L_{i}, L_{j}\right\}}\right|  \tag{29}\\
& +\cdots+\sum_{i=1}^{d} Q_{\left\{L_{i}\right\}}\left|\mathcal{V}_{\left\{L_{i}\right\}}\right| .
\end{align*}
$$

where $Q_{\mathcal{L}}$ is the overestimation factor of vehicles in partition $\mathcal{V}_{\mathcal{L}}$, and $\left|\mathcal{V}_{\mathcal{L}}\right|$ is the cardinality of $\mathcal{V}_{\mathcal{L}}$. Note that $N_{*}$ is the number of independent vehicles that would have produced the bitmap $S_{*}$ :

$$
\begin{equation*}
N_{*}=\frac{\ln V_{*, 0}}{\ln \left(1-\frac{1}{m_{d}}\right)}, \tag{30}
\end{equation*}
$$

where $V_{*, 0}$ is the fraction of zeros in $S_{*}$. The set cardinality $\left|\mathcal{V}_{\mathcal{L}}\right|$ can be derived from the inclusion-exclusion principle. The number of vehicles that persistently pass less than $d$ locations can be measured by the $k$-point ( $1 \leq k \leq d-1$ ) persistent estimators. Thus, there is only one unknown variable $n_{1,2, \ldots, d}$ in equation (29), which is the number of vehicles that persistently pass $d$ locations.
Step 3: Combining (29) and (30), we get the estimator for $d$-point persistent traffic.
However, the computation overhead of the central server grows exponentially as $d$ increases: to measure the volume of $d$-point persistent traffic, the central server needs to compute the $k$-point persistent traffic volume for each combination of $k(1 \leq k \leq d-1)$ locations. Fortunately, our general scheme is still sufficiently efficient for most transportation applications, as $d$ is usually small (e.g., 2 or 3 ) in reality.

## 6 Privacy Analysis

When a vehicle passes an RSU, the only thing that a vehicle does is to set a bit in the RSU's bitmap to one at an index that may vary from location to location. Moreover, different vehicles may choose the same indices. What each RSU gathers is a bitmap, with each bit of one suggesting the passage of at least one vehicle. Therefore, the tracker may possibly identify the trajectory of a common vehicle through the observation that bits with the same index at two different locations are both ones. Below, we analyze privacy preservation of our persistent-traffic measurement design in terms of the probabilistic noise-to-information ratio as defined in Section 2.3.

When a vehicle $v$ passes a location $L$, it sends an index value $i$ to the RSU, which set the bit at the index in the bit$\operatorname{map} B$ to one, i.e., $B[i]=1$. Let $m$ be the size of $B$. Suppose the authority is able to associate the index $i$ with the vehicle $v$ at $L$, for example, when the vehicle is stopped by a police for speeding, there is no other vehicle around, and the police informs the authority. Now if the authority finds at a different location $L^{\prime}$ that the bit at the same index in the bitmap $B^{\prime}$ is also one, i.e., $B^{\prime}[i]=1$, can it assert that the vehicle $v$ has moved from $L^{\prime}$ to $L$, thus revealing the partial trajectory of the vehicle?

Recall that other vehicles may choose the same index and the same vehicle may choose difference indices at different locations. The bit $B^{\prime}[i]$ may have been set by other vehicles passing $L^{\prime}$; in this case, the above assertion about the
trajectory of $v$ will be wrong. Let $p$ be the probability that $B^{\prime}[i]$ is set to one by other vehicles even if $v$ does not pass $L^{\prime}$. Let $n^{\prime}$ be the number of vehicles passing $L^{\prime}$, each having a probability of $\frac{1}{m^{\prime}}$ to set $B^{\prime}[i]$. Therefore,

$$
\begin{equation*}
p=1-\left(1-\frac{1}{m^{\prime}}\right)^{n^{\prime}} \tag{31}
\end{equation*}
$$

Let $p^{\prime}$ be the probability that $B^{\prime}[i]$ is set to one when $v$ does pass $L^{\prime}$. According to Section 2.4, the same vehicle may set bits at different indices at different locations. In particular, it has $s$ representative bits and randomly selects one to set at $L^{\prime}$. Therefore, the probability for $v$ to set $B^{\prime}[i]$ to one is $\frac{1}{s}$. We know by (31) that other vehicles will set $B^{\prime}[i]$ with probability $p$. Hence,

$$
\begin{equation*}
p^{\prime}=p+(1-p) \frac{1}{s} \tag{32}
\end{equation*}
$$

The probabilistic noise-to-information ratio is therefore

$$
\begin{equation*}
\frac{p}{p^{\prime}-p}=\frac{1-\left(1-\frac{1}{m^{\prime}}\right)^{n^{\prime}}}{\left(1-\frac{1}{m^{\prime}}\right)^{n^{\prime}} \frac{1}{s}} \tag{33}
\end{equation*}
$$

To protect the trajectory privacy of vehicles, we expect this ratio to be at least greater than one, and the larger the better. From (33), we found that the probabilistic noise-toinformation ratio is determined by $s$ and $f$. Our simulation results show that the relative error of our estimators will increase with the increase of $s$ and decease with the increase of $f$. However, the probabilistic noise-to-information ratio is the opposite. Therefore, there is a tradeoff between accuracy and privacy.

## 7 Simulation

In this section, we perform simulations to evaluate the performance of our proposed persistent traffic estimators in terms of estimation accuracy and preserved privacy under different parameter settings. We use both real transportation traffic and synthetic traffic. To the best of our knowledge, this is the first work that studies persistent traffic measurement (as defined in Section 2.1) through vehicle-to-infrastructure communications. There are prior privacy-preserving approaches for measuring point-to-point traffic [30], [32] or measuring travel time [7]. But there is no prior work that measures persistent point-to-point traffic under the same model in Section 2.2. We stress these are very different problems. Therefore, we will compare the proposed estimators with some benchmark methods of simpler designs to demonstrate the effectiveness of the proposed design.

### 7.1 Simulation Results Based on Real Traffic Data

First, we use the real-world vehicle trip table measured at the city of Sioux Falls, South Dakota; the data can be found in [11], which contains the actual traffic volume from one point to another in the city. In our simulation, we generate the point-to-point common vehicles between two locations $L$ and $L^{\prime}$ based on the number $n^{\prime \prime}$ from the vehicle trip table, and then randomly generate $n-n^{\prime \prime}$ transient vehicles for $L$ and $n^{\prime}-n^{\prime \prime}$ transient vehicles for $L^{\prime}$, where $n\left(n^{\prime}\right)$ is the total traffic volume, i.e., the sum of all entries in the trip table involving $L\left(L^{\prime}\right)$. For each generated vehicle, we randomly select its vehicle ID and private key that are needed for vehicle recording
in Section 2.4. The bitmap size $m\left(m^{\prime}\right)$ is computed from $n$ $\left(n^{\prime}\right)$ and $f$; see Section 2.4. In the simulation, we let $L^{\prime}$ be the location with the largest total traffic volume of all, with $n^{\prime}=451000$. We randomly select 8 other locations as $L$.

We simulate 10 measurement periods with randomly generated transient vehicles. The performance of our estimator on point-to-point persistent traffic between $L$ and $L^{\prime}$ is shown in Table 1-3, where we vary $s$ from 2 to 3 to 5 and set $f$ to 2 . The impact of different $f$ values will be shown later. The results are the average of 1000 simulation runs. It can be seen from the fourth row that $m^{\prime} \neq m$ and their ratio ranges from 2 to 16 . The 6 th- 9 th rows present the relative error (defined in Section 2.3) when $t=3,5,7,10$, respectively. In Table 1, we can see that the estimation error is mostly small. The error is higher when $L=8$, where the number of common vehicles is just 3,000, comparing with 451,000 vehicles passing $L^{\prime}$ and 28,000 vehicles passing $L$; in this case, the noise generated from the transient vehicles is high, relative to the number of common vehicles. Similar observations can be made in other tables. We also note that the relative error increases when $s$ increases, which means we should pick a small value of $s$. But $s$ also has an impact on the privacy: the larger it is, the better the privacy becomes, as we will demonstrate later. We recommend to choose $s=3$ as a compromise.

We include the last line in the tables for a benchmark comparison with a simpler design where we set $m^{\prime}=m$ and $m$ is determined by $n$ and $f$, which is to ensure the privacy of the vehicles pass location $L$. Everything else stays the same as described in the paper. The relative error in the last line is larger than that in the 7th line (which is also bolded); in both lines, $t=5$. For example, when $n^{\prime \prime}=3,000$ in the last column, the relative error of the proposed estimator is just 0.0585, whereas the relative error of the same-size design is 1.3749 when $s=3$.

The Sioux Falls data can only support limited evaluation. We resort to synthetic data for other simulations.

### 7.2 Simulation Results Based on Synthetic Traffic

Next, we evaluate the proposed estimators based on synthetic traffic data. For point persistent traffic measurement, the number of vehicles that passes $L$ during each measurement period is randomly generated from the range of ( 3000,10000$]$. Let $n_{\text {min }}$ be the minimum number of generated vehicles that pass location $L$ in any measurement period. We set the number of common vehicles $n_{*}$ at $L$ during all measurement periods from $0.01 n_{\min }$ to $0.5 n_{\min }$, with steps of $0.01 n_{\text {min }}$. We set $s=3$ and $f=2$. We compare the proposed estimator (Section 3) with a benchmark method of a simpler design that estimates directly from $E_{*}$ with $\hat{n}_{*}=\frac{\ln V_{*, 0}}{\ln (1-1 / m)}$ [6], [25], [27], where $E_{*}$ is the bitwise AND of all $t$ bitmaps from $L$.

The simulation results are presented in Fig. 4, where the horizontal axis represents the actual persistent traffic volume and the vertical axis represents the relative error. The left plot is the comparison between the proposed estimator and the benchmark when $t=5$, the right plot is the comparison when $t=10$. In both cases, the proposed estimator significantly outperforms the benchmark, particularly when the persistent traffic volume is relatively small. The relative error becomes much smaller when $t$ is increased from 5 to 10 . That is because the AND join of more bitmaps helps filter out the ones produced by transient vehicles (which are noise).

TABLE 1
Relative Error of Point-to-Point Persistent Traffic Volume Estimation in the Sioux Falls Network ( $s=2$ )

| $L$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 213000 | 140000 | 121000 | 78000 | 76000 | 47000 | 40000 | 28000 |
| $m$ | 524288 | 524288 | 262144 | 262144 | 262144 | 131072 | 131072 | 65536 |
| $m^{\prime} / m$ | 2 | 2 | 4 | 4 | 4 | 8 | 8 | 16 |
| $n^{\prime \prime}$ | 40000 | 20000 | 19000 | 8000 | 8000 | 7000 | 6000 | 3000 |
| relative error $(t=3)$ | 0.0070 | 0.0112 | 0.0151 | 0.0232 | 0.0215 | 0.0271 | 0.0281 | 0.0637 |
| relative error $(t=5)$ | $\mathbf{0 . 0 0 6 6}$ | $\mathbf{0 . 0 0 9 8}$ | $\mathbf{0 . 0 1 1 4}$ | $\mathbf{0 . 0 1 8 0}$ | $\mathbf{0 . 0 1 8 4}$ | $\mathbf{0 . 0 1 8 9}$ | $\mathbf{0 . 0 1 7 6}$ | $\mathbf{0 . 0 3 9 2}$ |
| relative error $(t=7)$ | 0.0063 | 0.0090 | 0.0119 | 0.0159 | 0.0159 | 0.0173 | 0.0186 | 0.0311 |
| relative error $(t=10)$ | 0.0069 | 0.0091 | 0.0118 | 0.0157 | 0.0171 | 0.0190 | 0.0179 | 0.0329 |
| same-size bitmaps $(t=5)$ | $\mathbf{0 . 0 0 6 5}$ | $\mathbf{0 . 0 1 0 3}$ | $\mathbf{0 . 0 1 7 4}$ | $\mathbf{0 . 0 3 3 3}$ | $\mathbf{0 . 0 3 4 3}$ | $\mathbf{0 . 0 7 5 6}$ | $\mathbf{0 . 0 8 2 6}$ | $\mathbf{0 . 8 4 8 4}$ |

TABLE 2
Relative Error of Point-to-Point Persistent Traffic Volume Estimation in the Sioux Falls Network ( $s=3$ )

| $L$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 213000 | 140000 | 121000 | 78000 | 76000 | 47000 | 40000 | 28000 |
| $m$ | 524288 | 524288 | 262144 | 262144 | 262144 | 131072 | 131072 | 65536 |
| $m^{\prime} / m$ | 2 | 2 | 4 | 4 | 4 | 8 | 8 | 16 |
| $n^{\prime \prime}$ | 40000 | 20000 | 19000 | 8000 | 8000 | 7000 | 6000 | 3000 |
| relative error $(t=3)$ | 0.0122 | 0.0167 | 0.0210 | 0.0369 | 0.0361 | 0.0398 | 0.0438 | 0.0948 |
| relative error $(t=5)$ | $\mathbf{0 . 0 1 0 1}$ | $\mathbf{0 . 0 1 4 4}$ | $\mathbf{0 . 0 1 6 9}$ | $\mathbf{0 . 0 2 5 2}$ | $\mathbf{0 . 0 2 6 7}$ | $\mathbf{0 . 0 2 8 4}$ | $\mathbf{0 . 0 2 6 5}$ | $\mathbf{0 . 0 5 8 5}$ |
| relative error $(t=7)$ | 0.0111 | 0.0151 | 0.0171 | 0.0257 | 0.0241 | 0.0279 | 0.0251 | 0.0518 |
| relative error $(t=10)$ | 0.0104 | 0.0139 | 0.0172 | 0.0258 | 0.0256 | 0.0261 | 0.0234 | 0.0497 |
| same-size bitmaps $(t=5)$ | $\mathbf{0 . 0 1 1 0}$ | $\mathbf{0 . 0 1 7 2}$ | $\mathbf{0 . 0 2 6 7}$ | $\mathbf{0 . 0 5 1 0}$ | $\mathbf{0 . 0 4 9 1}$ | $\mathbf{0 . 1 2 7 1}$ | $\mathbf{0 . 1 3 0 5}$ | $\mathbf{1 . 3 7 4 9}$ |

TABLE 3
Relative Error of Point-to-Point Persistent Traffic Volume Estimation in the Sioux Falls Network ( $s=5$ )

| $L$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 213000 | 140000 | 121000 | 78000 | 76000 | 47000 | 40000 | 28000 |
| $m$ | 524288 | 524288 | 262144 | 262144 | 262144 | 131072 | 131072 | 65536 |
| $m^{\prime} / m$ | 2 | 2 | 4 | 4 | 4 | 8 | 8 | 16 |
| $n^{\prime \prime}$ | 40000 | 20000 | 19000 | 8000 | 8000 | 7000 | 6000 | 3000 |
| relative error $(t=3)$ | 0.0194 | 0.0271 | 0.0361 | 0.0556 | 0.0585 | 0.0737 | 0.0726 | 0.1603 |
| relative error $(t=5)$ | $\mathbf{0 . 0 1 9 0}$ | $\mathbf{0 . 0 2 3 5}$ | $\mathbf{0 . 0 2 6 4}$ | $\mathbf{0 . 0 4 7 3}$ | $\mathbf{0 . 0 4 6 0}$ | $\mathbf{0 . 0 4 4 8}$ | $\mathbf{0 . 0 5 0 1}$ | $\mathbf{0 . 0 9 0 4}$ |
| relative error $(t=7)$ | 0.0176 | 0.0219 | 0.0260 | 0.0437 | 0.0393 | 0.0477 | 0.0432 | 0.0847 |
| relative error $(t=10)$ | 0.0180 | 0.0213 | 0.0274 | 0.0434 | 0.0410 | 0.0418 | 0.0428 | 0.0809 |
| same-size bitmaps $(t=5)$ | $\mathbf{0 . 0 1 7 5}$ | $\mathbf{0 . 0 2 5 7}$ | $\mathbf{0 . 0 4 3 0}$ | $\mathbf{0 . 0 7 7 2}$ | $\mathbf{0 . 0 8 2 4}$ | $\mathbf{0 . 2 1 8 7}$ | $\mathbf{0 . 2 3 1 4}$ | $\mathbf{2 . 1 0 0 2}$ |

For point-to-point persistent traffic measurement, we study the relative estimation error with respect to the actual persistent traffic volume. The number of vehicles that passes $L$ (or $L^{\prime}$ ) is randomly generated from (3000, 10000], and thus the two locations have the same average traffic. Suppose $n_{\min }\left(n_{\min }^{\prime}\right)$ is the minimum number of generated vehicles that passed $L\left(L^{\prime}\right)$ during any measurement period. Let $n_{\text {min }}^{\prime \prime}=\min \left\{n_{\text {min }}, n_{\text {min }}^{\prime}\right\}$. We set the number $n^{\prime \prime}$ of common vehicles from $0.01 n_{\text {min }}^{\prime \prime}$ to $0.5 n_{\text {min }}^{\prime \prime}$, with step size of $0.01 n_{\text {min }}^{\prime \prime}$. The simulation results are presented in the left plot of Fig. 5, which shows that the relative error decreases as the actual persistent traffic volume increases. The reason is that as we increase the persistent traffic while the noise (transient traffic) stays the same, the relative error caused by noise to the persist traffic will decrease. We also see that the error decreases as $s$ increases, agreeing with the results in Tables 1, 2, and 3. In the right plot, we generate the number of vehicles that passes $L^{\prime}$ from (30000, 100000]. Therefore, the average traffic volume at $L^{\prime}$ is 10 times of that at $L$, which means $m^{\prime}$ is much larger than $m$. Similar results are observed, which means that the proposed estimator produces stable performance when the traffic volumes at the two locations vary greatly.

For the three-point persistent traffic measurement, the number of vehicles passing through $L_{i}$ during each measurement period is randomly generated from the range $(3000,10000]$. Thus, the three locations have the same average traffic. Suppose that $n_{i, \min }$ is the minimum number of generated vehicles that pass through location $L_{i}$ during any measurement period, for $1 \leq i \leq 3$. Let $n_{\min }^{*}=\min \left\{n_{1, \min }\right.$, $\left.n_{2, \min }, n_{3, \min }\right\}$. We set the number $n_{1,2,3}$ of the three-point common vehicles from $0.01 n_{\text {min }}^{*}$ to $0.5 n_{\text {min }}^{*}$, with step size of $0.01 n_{\text {min }}^{*}$. The simulation results are shown in the third points in Figs. 6, 7, and 8.

Under different values of $f$, Figs. 6, 7, and 8 present the measurement accuracy in a different form, with each point in the figures representing a measurement, where the $x$ coordinate of the point is the actual persistent traffic volume and the $y$-coordinate is the estimated volume. We also draw the equality line $y=x$. The closer the points are to the line, the better the measurement accuracy will be. As the points cluster around the equality line, three plots in each figure confirm that the proposed estimators produce good measurement accuracy for point, point-to-point and three-point persistent traffic. When we increase the value of $f$ from 1 to


Fig. 4. Relative error of point persistent traffic estimation. Left plot: $t=5$; right plot: $t=10$.


Fig. 5. Relative error of point-to-point persistent traffic estimation when $t=7, f=2$. Left plot: same average traffic at $L$ and $L^{\prime}$; right plot: average traffic at $L^{\prime}$ is 10 times of that at $L$.


Fig. 6. Measurement accuracy of persistent traffic volume when $t=5, s=3$, and $f=1$. First Plot: point persistent traffic; second Plot: point-to-point persistent traffic; third Plot: three-point persistent traffic.

2 to 3 , the estimation accuracy is visibly better. Recall that $f$ is the ratio of the bitmap size and the expected traffic volume. Increasing $f$ means that the bitmap size is increased, which reduces the mixing of information from different vehicles, thus improving accuracy, but in the meantime reducing privacy protection, as we will see next.

In Fig. 9, we vary the traffic volume for three locations. Let $n_{i, \max }$ be the maximum number of vehicles that pass $L_{i}$ in one measurement period. Then, we set $n_{1, \max }=10000$, and the relationship of $n_{1, \max }: n_{2, \max }: n_{3, \max }$ in the three sub-figures of Fig. 9 are set to $1: 2: 4,1: 4: 16$ and $1: 8: 64$ respectively. Correspondingly, the values of $m_{i}$ 's satisfy $m_{1}: m_{2}: m_{3}=1: 2: 4,1: 4: 16$ and $1: 8: 64$, respectively. The simulation results are similar with those for the point-to-point scheme. The gap of the traffic volume among different locations only slightly reflect the estimation accuracy, which indicates that our bitmap expansion works well. Even under the case of $m_{1}: m_{2}: m_{3}=1: 8: 64$, our scheme still has a high estimation accuracy.

### 7.3 Preserved Privacy

In Table 4, we examine privacy protection by measuring the probabilistic noise-to-information ratio with respect to $f$ and
$s$. We know that the larger this ratio is, the better the privacy protection will be, because it will become increasingly uncertain to use the traffic records to track individual vehicles. We want this ratio to be at least greater than 1 . We see from the table that the ratio increases when $f$ decreases or $s$ increases. Earlier we have observed that the estimation accuracy moves in the opposite direction: it decreases when $f$ decreases or $s$ increases. So there is a tradeoff between accuracy and privacy. Based on all our numerical evaluations, we believe $f=2$ and $s=3$ make a good compromise between the two. Under these parameters, our accuracy evaluation has consistently produced good results, and the probabilistic noise-to-information ratio is about 2 as shown in the table. In the last row, we also give the noise probability $p$ that the traffic records will show a vehicle passes both locations even when it actually does not. The value of $p$ only depends on $f$. It is about 40 percent when $f=2$. A noise-to-information ratio of 2 implies a probability of 60 percent that the traffic records will show a vehicle passes both locations when it does, including the noise contribution of 40 percent. Noise ( 40 percent) overwhelms information (20 percent) by a ratio of 2 to 1 , making any tracking result very questionable.


Fig. 7. Measurement accuracy of persistent traffic volume when $t=5, s=3$, and $f=2$. First Plot: point persistent traffic; second Plot: point-to-point persistent traffic; third Plot: three-point persistent traffic.


Fig. 8. Measurement accuracy of persistent traffic volume when $t=5, s=3$, and $f=3$. First Plot: point persistent traffic; second Plot: point-to-point persistent traffic; third Plot: three-point persistent traffic.


Fig. 9. Measurement accuracy of three-point persistent traffic volume when $t=5, s=3$, and $f=2$. First plot: $m_{1}: m_{2}: m_{3}=1: 2: 4$; second plot: $m_{1}: m_{2}: m_{3}=1: 4: 16$; third plot: $m_{1}: m_{2}: m_{3}=1: 8: 64$.

## 8 Related Work

Transportation traffic measurement refers to the estimation of the point or multi-point traffic volume during a particular measurement period. Note that, we use point traffic to denote the vehicles that traversing a particular geographical location (e.g., road intersection). Hence, point traffic measurement often returns in the form of annual average daily traffic (AADT). Various prediction methods [18], [23], [26] have been proposed to measure single-point traffic volume based on the data recorded by automatic traffic recorders (ATR) installed at road intersections. For example, [18] employs a support vector regression model to evaluate the volume, [26] introduces an absolute deviation penalty procedure, and [23] uses the regression and Bayesian model to solve this problem. Different from point traffic, multi-point traffic refers to the common vehicles that travel through multiple particular independent locations. In fact, the passing locations of a specific vehicle are part of its trajectory. Therefore, we should consider the privacy protection issues in the multi-point traffic measurement. Efficient mechanisms (such as [21]) have been proposed to achieve differential privacy for cardinality estimation between two data sets. However, those two data sets do not exist in our work since all RSUs belong to the same authority. Therefore, we prevent RSUs from learning the IDs of vehicles by encoding them in anonymous bitmaps, and further study how to protect the trajectories of vehicles even when the point location privacy of
vehicle has been leaked. Various methods are proposed to estimate the multi-point traffic. Lou and Yin proposed a model to infer point-to-point statistics from single-point data [14], but it has limited practicability for its high computation overhead. To solve this problem, Zhou et al. studied the point-to-point and multi-point traffic measurement problems respectively in [31] and [30], which can balance the privacy preservation and measurement accuracy. We study a new problem in this work, which aims to measure the persistent traffic volume. To solve this problem, we need to join not only the bitmaps of different locations like the existing studies but also the bitmaps of different measurement periods. Therefore, this problem meets more challenges if we want to achieve both measurement accuracy and privacy.

Network traffic measurement is another branch of the traffic measurement, which is similar to transportation traffic

TABLE 4
Privacy Preserving: The Probabilistic Noise-to-Information Ratio and Noise $p$

| $s=f$ | $f=1$ | $f=1.5$ | $f=2$ | $f=2.5$ | $f=3$ | $f=3.5$ | $f=4$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s=2$ | 3.4368 | 1.8956 | 1.2975 | 0.9837 | 0.7912 | 0.6614 | 0.5681 |
| $s=3$ | 5.1553 | 2.8433 | 1.9462 | 1.4755 | 1.1869 | 0.9922 | 0.852 |
| $s=4$ | 6.8737 | 3.7911 | 2.5950 | 1.9673 | 1.5825 | 1.3229 | 1.1361 |
| $s=5$ | 8.5921 | 4.7389 | 3.2437 | 2.4592 | 1.9781 | 1.6536 | 1.4201 |
| $p$ | 0.6321 | 0.4866 | 0.3935 | 0.3297 | 0.2835 | 0.2485 | 0.2212 |

measurement. Various methods [2], [3], [8], [13], [28], [29] have been proposed for network traffic measurement, which is to measure the network traffic in a network router. However, we need to protect the trajectory privacy of vehicles in transportation traffic measurement, which is not considered in the network traffic measurement. Thus, none of these network traffic measurement methods can be directly employed in the scenario of transportation traffic measurement.

## 9 Conclusion and Future Work

This paper studies the new problem of persistent traffic measurement in the context of intelligent vehicular networks, where the vehicles can communicate with the RSUs wirelessly. We present the operation protocol that the RSUs use to encode the vehicles in their traffic records. We first propose three novel estimators for measuring point persistent traffic volume, point-to-point persistent traffic volume and threepoint persistent traffic volume, and then generalize our method for multi-point persistent traffic measurement. The estimator design considers both measurement accuracy and privacy preservation. We analyze the preserved privacy of the estimators. The numerical evaluation demonstrates the effectiveness of the proposed methods in producing high measurement accuracy and allowing accuracy-privacy tradeoff through parameter setting.

In this paper, for point-to-point persistent traffic measurement, we do not consider the directionality of traffic. The estimated result includes traffic in both directions. In our future work, we will study directional persistent traffic measurement, which provides more detailed information on persistent traffic that travels from one location to another location of interest.
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