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Efficient Protocols for Identifying the Missing Tags
in a Large RFID System
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Abstract—Compared to the classical barcode system, radio fre-
quency identification (RFID) extends the operational distance from
inches to a number of feet (passive RFID tags) or even hundreds
of feet (active RFID tags). Their wireless transmission, processing,
and storage capabilities enable them to support full automation
of many inventory management functions in industry. This paper
studies the practically important problem of monitoring a large set
of active RFID tags and identifying the missing ones—the objects
that the missing tags are associated with are likely to be missing as
well. This monitoring function may need to be executed frequently
and therefore should be made efficient in terms of execution time
in order to avoid disruption of normal inventory operations. Based
on probabilistic methods, we design a series of missing-tag identi-
fication protocols that employ novel techniques to reduce the exe-
cution time. Our best protocol reduces the time for detecting the
missing tags by an order of magnitude when compared to existing
protocols.

Index Terms—Radio frequency identification (RFID) tags.

I. INTRODUCTION

R ADIO frequency identification (RFID) tags are becoming
ubiquitously available in warehouse management, object

tracking, and inventory control. Researchers have been actively
studying RFID systems as an emerging pervasive computing
platform [1]–[4], which helps create a multibillion dollar
market [5]. Compared to the classical barcode system, RFID
extends the operational distance from inches to a number of
feet (passive RFID tags) or even hundreds of feet (active tags).
The passive tags are most common today. However, the long
operational range, together with their storage and processing
capabilities, make the active tags ideal for automating inventory
management and object tracking in a large area. For example,
imagine a large Australian farm with tens of thousands of
goats. Each night after the herd returns to the barn, the workers
check whether some goats are missing (due to broken fence,
predator attack, sickness, or other reasons). Manual counting
is laborious. Electronic counting as the goats rush through the
gate is either slow (one goat at a time) or unreliable (when
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many goats simultaneously pass the wide gate). If each goat
is attached with a tag, then an RFID reader will automatically
find out: 1) whether there is a missing goat, and 2) if there is,
which goat is missing.
Important applications also exist in other settings such as

warehouses, hospitals, and prisons. In a large warehouse, the
manager wants to know if any merchandise (such as apparel,
shoes, pallets, cases, appliances, electronics, etc.) is missing due
to theft, administrative error, and vendor fraud. A fully auto-
mated counting procedure that can be frequently performed will
be greatly helpful. A similar situation arises in a large hospital
where tens of thousands of equipment and other objects need to
be tracked.
Research in RFID technologies has made significant ad-

vance in recent years. Much prior work concentrates on the
tag-collection problem, which is to collect the IDs of a large
number of tags as quickly as possible. The main challenge is to
resolve radio contention when the tags compete for the same
low-bandwidth channel to report their IDs. The solutions fall
in two broad categories: ALOHA-based protocols [6]–[8] and
tree-based protocols [9]–[11]. Other work studies the tag-esti-
mation problem, which is to use statistical methods to estimate
the number of tags in a large system [12]–[14].
This paper studies the practically important missing-tag

problem, which is to monitor a set of active RFID tags and
identify the missing ones. Few research papers have investi-
gated this problem before. It may appear that if we are able to
collect the IDs of all tags (i.e., the tag-collection problem), then
we will learn which tags are missing by comparing the collected
IDs to the expected IDs that are stored in a database. However,
collecting a large number of tag IDs by an RFID reader is a slow
process. It is an inefficient overkill if we already have the IDs in
the database. More efficient protocols can be designed without
the expensive operation of reading these IDs again from the
tags. Can we use the methods for estimating the number of tags
to solve the missing-tag problem? After all, if some tags are
missing, we are likely to estimate a smaller-than-usual number.
However, the estimated number is not the exact number of tags
currently in the system. If only one tag is missing, one can
hardly make an assertion based on the estimated number due
to statistical variance. Note that the estimated number can turn
out to be greater than the actual number.
Most related is a recent paper by Tan et al. [15], who de-

signed novel protocols to detect themissing-tag eventwith prob-
ability when the number of missing tags exceeds , where
and are two system parameters. However, the protocols

cannot detect the missing-tag event with certainty (i.e.,
%), and more importantly, they cannot tell which tags are
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missing. In addition, when is close to one and is small (such
as 1 or 2), the overhead and detection time will be both large.
We propose a series of efficient protocols that not only de-

tect the missing-tag event with certainty, but also tell exactly
which tags (and the associated objects such as the goats in the
Australian farm example) are missing. The most important per-
formance criterion is to minimize the detection time. During
the protocol execution, if normal operations—such as moving
goods out of a warehouse—remove some tags from the system
and the tag IDs in the database are not timely updated, a false
alarm will be triggered. To alleviate such confusion to the ware-
house management, we shall minimize the protocol execution
time in order to reduce the chance for the false alarms to occur.
Our protocol design follows two general guidelines to

achieve time efficiency. One is to reduce radio collision, such
that the information reported from the tags is not wasted. The
other is for the tags to report their presence by each transmitting
a bit instead of a whole tag ID. To realize them, we develop
a number of interesting techniques that can progressively add
on top of one another to improve the system performance. In
order to quantify the effectiveness of each technique, we design
a series of missing-tag detection protocols, each of which
adds a new technique. More specifically, the baseline protocol
eliminates the transmission contention among the tags and
reduces the amount of information to be transmitted from the
tags. The two-phase protocol significantly reduces the number
of tag IDs that need to be transmitted during the detection
process. A novel technique called tag removal is designed to
further enhance the performance of the two-phase protocol.
Our three-phase protocol with collision-sensitive tag removal
utilizes collision slots to identify the tags that are present and
the ones that are missing. Finally, the two-hash protocol maps
each tag to two time-slots in a frame by two hash functions
and chooses the singleton slot, if there is any, to transmit. It
also introduces a probabilistic approach to resolve the collision
slots. The two-hash protocol does not require any tag ID to be
transmitted (either by the tags or by the RFID reader).
When compared to the baseline protocol, our best protocol

reduces the execution time by 85.7% if the parameters in the
Philips I-Code system [16] are used. When compared to the
tag-collection protocols that are adapted for the missing-tag
problem, our best protocol reduces the execution time by
an order of magnitude. We also establish a lower bound for
the minimum time it takes to identify the missing tags. The
execution time of our best protocol is within a factor 1.9 of the
lower bound.
The rest of this paper is organized as follows. Section II de-

fines the system model. Section III motivates our protocols in
this study. Section IV describes our protocols for solving the
missing-tag problem. Section V presents the simulation results.
Section VI discusses the related work. Section VII draws the
conclusion.

II. SYSTEM MODEL

A. Problem and Assumption

Consider a large RFID system of tags. Each tag carries
a unique ID and has the capability of performing certain

computations as well as communicating with the RFID reader
wirelessly. The problem is to design efficient protocols for the
reader to exchange necessary information with the tags in order
to identify the missing ones.
We assume that the RFID reader has access to a database that

stores the IDs of all tags. This assumption is necessary for any
missing-tag detection protocol. If we do not have the IDs of the
tags, even after the reader collects the IDs directly from the tags,
we still do not know if any one is missing, let alone the ones
that are missing, because the missing tags do not send over their
information.
This assumption can be easily satisfied if the tag IDs are read

into a database when new objects are moved into the system
and they are removed from the database when the objects are
moved out—this is what a typical inventory management pro-
cedure will do. Even if such information is lost due to a database
failure, we can recover the information by executing a tag-col-
lection protocol to read the IDs from the tags. In this case, we
will not detect the tags that have already been lost because we
have no way to know their existence in the first place. However,
now that we have the IDs of the remaining tags, those tags that
are missing after this point of time will be detected, not through
the expensive tag-collection protocol, but throughmore efficient
protocols to be proposed shortly.

B. Time-Slots

Communication between the reader and the tags is
time-slotted. The reader’s signal will synchronize the clocks
of the tags. In our protocols, the communication is driven
by the reader in a request-and-response pattern, in which the
reader issues a request in a time-slot, and then zero, one, or
more tags respond in the subsequent time-slot(s). If no tag
responds in a slot, the slot is said to be empty. If one and only
one tag responds, it is called a singleton slot. If more than one
tag responds, it is a collision slot. More specifically, if tags
respond where , it is referred to as a -collision slot.
A singleton or collision slot is also called a nonempty slot. If

we only need to determine whether a slot is empty or nonempty,
the tags can use 1-bit short responses—”0” (idle carrier) means
empty, and “1” (busy carrier) means nonempty. If we need to
determine whether a slot is empty/singleton/collision, the tags
should use multibit long responses. For example, the Philips
I-Code system [16] requires 10 bits to distinguish a singleton
slot from a collision slot. Another way of classifying the time-
slots is based on their lengths: tag slots, long-response slots, and
short-response slots. The length of a tag slot is denoted as ,
which allows the transmission of a tag ID, either from the reader
to the tags or from a tag to the reader. The length of a long-re-
sponse slot is denoted as , which allows the transmission of
a long response carrying multibits information. The length of
a short-response slot is denoted as , which allows the trans-
mission of a short response carrying only one bit information.
Clearly, . To design a time-efficient protocol, we
prefer the use of short-response slots over long-response slots
or the use of long-response slots over tag slots.
In the numerical examples and the simulation settings of this

paper, we determine the values of , and based on the
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specification of the Philips I-Code system [16]. Using the pa-
rameters of the Philips I-Code system, it can be shown that

s, s, and s (for a 96-bit tag
ID) after the required waiting times (e.g., gap between transmis-
sions) are included. Section V will discuss them in detail.

III. MOTIVATION

A. Prior Art

Identifying the missing tags is an underinvestigated problem
that has practical importance. As we have discussed in the
Introduction, only the existing tag-collection protocols can be
adapted to solve this problem. Although they are not specifi-
cally designed for the purpose of identifying the missing tags,
we use them as a performance benchmark to demonstrate
how much a specially designed protocol can do better. In a
tag-collection protocol, due to signal collision, each tag may
have to transmit its ID several times before the RFID reader
correctly receives the ID. For example, in ALOHA-based
protocols such as DFSA [17] and EDFSA [18], the optimal
system efficiency is 36.8%, i.e., at most 36.8% of the time-slots
can be successfully used to collect tag IDs. Other slots either
have collisions or are empty. It means that these protocols need
at least slots to identify tags. After a tag transmits
its ID, it must wait for the acknowledgment from the reader.
Because the acknowledgment is a binary response (“1” for
correct receipt, and “0” otherwise), it can be completed in a
short-response slot. Therefore, the expected protocol execution
time is .

B. Lower Bound on Minimum Execution Time

We give a lower bound on the minimum execution time that
any protocol can possibly achieve. Each tag has to transmit at
least a short response (1 bit) to announce its presence in order
to avoid being classified as a missing tag by the RFID reader.
Even if the reader does not transmit anything, the time it takes
the tags to transmit their short responses is , which is the
best that any protocol can achieve. It is unlikely that this lower
bound is achievable because the reader has to transmit in order
to coordinate the protocol execution.

C. Design Guidelines

To reduce the execution time toward the
lower bound , our protocol design follows two general
guidelines. First, we should reduce radio collision, such that
each tag transmits once instead of multiple times. By doing
so, we can remove the constant factor 2.72 from the time
complexity. Second, we should avoid transmitting the ID tags,
each of which takes . Clever protocol design may be able to
replace an ID transmission with a short response, which takes
much shorter time . Moreover, if the tags do not transmit their
IDs, the acknowledgments from the RFID readers can also
be removed. As we will demonstrate in Section IV, there are
various ways to partially realize the above goals. They build on
top of one another to push the performance increasingly closer
to the lower bound.

IV. MISSING-TAG DETECTION PROTOCOLS

In this section, we propose five new protocols for detecting
the missing tags in a large RFID system.

A. Baseline Protocol

We observe that since the RFID reader has access to the data-
base of tag IDs, it does not have to read such information directly
from the tags. Instead, it can broadcast these IDs one after an-
other. After it transmits an ID, it waits for a short response from
the tag that carries the ID. If it receives the response, the tagmust
be in the system; otherwise, the tag is missing. The verification
of each tag’s existence takes , and the total execution
time is . This is called the baseline protocol. Com-
pared to the tag-collection protocols, it significantly reduces the
execution time by eliminating the contention among the tags.

B. Two-Phase Protocol (TPP)

We propose a TPP to reduce the number of tag IDs that
the RFID reader has to transmit. The protocol consists of two
phases: a frame phase and a polling phase. The frame phase
verifies the presence for a majority of the tags without any ID
transmission. At the beginning of this phase, the RFID reader
transmits a request , where is a random number and
is the frame size. The frame consists of short-response

time-slots right after the request. Each tag is pseudo-randomly
mapped to a slot at index , where is the tag’s ID
and is a hash function whose range is . The tag
transmits a short response at that slot. Because the reader knows
the IDs of all tags, it knows which slot each tag is supposed to
respond. Hence, it knows the locations of the empty, singleton,
and collision slots. If a slot is supposed to be singleton, but the
reader finds it to be empty, then the tag that is mapped to the
slot must be missing. The frame phase can verify the existence
of all tags that are mapped to the singleton slots. However, it
cannot verify the existence of the tags that are mapped to the
collision slots.
There are many efficient hash functions in the literature. In

order to keep the tag’s circuit simple, its hash value may be de-
rived from a pool of prestored random bits: We use an offline
random number generator with the ID of a tag as seed to gen-
erate a string of 200 random bits, which are then stored in the
tag. (Note that the random number generator is not executed by
the tag.) The bits form a logical ring. returns a cer-
tain number of bits after the th bit in the ring. Two hundred
random bits provide 200 different hash values, which are suffi-
cient for our purpose considering that the next three protocols
require each tag to perform only one hash, and our final protocol
requires each tag to perform several hashes on average. The hash
value is no more than 17 bits when the system has 50 000 tags.
Even though hashing based on 200 random bits works well in
our simulations, the above hash design does not place any re-
striction on the number of random bits, and a number larger than
200 can be chosen when necessary.
The polling phase performs the baseline protocol on the tags

that are mapped to the collision slots in the frame phase. The
reader broadcasts their IDs one after another. Upon receiving an
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ID, the tag that carries the same ID transmits a short response,
allowing the reader to learn its presence.
Next, we show how to set the value of the protocol param-

eter . Our goal is to find the optimal value of that mini-
mizes the expected protocol execution time. The execution time
of TPP, denoted as , is given as follows:

where is the number of tags mapped to the collision slots.
is a random variable whose distribution is dependent on the

value of . So is

(1)

Consider an arbitrary slot in the frame. The probability for ex-
actly tags to be mapped to the slot is .
Under the condition that this is a collision slot (i.e., ), the
expected number of tags that are mapped to this slot is .
There are slots in the frame. Hence, the expected number of
tags mapped to all collision slots, , is . There-
fore, we have

as (2)

From (1) and (2), we know that is a function of . To
compute the minimum value of , we let the first derivative
of be zero

(3)

where can be derived from (2) as follows:

(4)

We find the optimal frame size that minimizes by
solving (3) numerically. For example, when
(imagine a large warehouse with 50 000 cell phones or a
military base storing 50 000 guns and ammunition packages),
Fig. 1 shows the value of with respect to . The curve
is calculated based on (1) and (2). The optimal frame size
computed from (3) is 154 758, and the minimum execution
time of TPP is 108.32 s.

C. Two-Phase Protocol With Tag Removal (TPP/TR)

TPP can be further improved. Suppose two tags, and , are
mapped to a collision slot in the frame phase. When the reader
detects the slot is nonempty, it cannot determine whether both
tags are present or only one of them is present. Hence, it has
to broadcast both IDs in the polling phase. This approach is
inefficient because the information carried in the collision slot is

Fig. 1. Execution time of TPP with respect to the frame size .
means that the numbers along the -axis should be multiplied by 10 ,000.

totally unused. To make the collision slot useful, we shall turn
it into a singleton slot by removing one of the two tags from
the frame phase. If we remove from the frame phase (so that
it does not transmit any short response), has a singleton slot,
and thus its presence can be verified. In the polling phase, we
only need to broadcast the ID of (instead of the IDs of both
and ).
Our third protocol, TPP/TP, also has two phases, but the

polling phase goes before the frame phase. In the polling phase,
a tag removal procedure is invoked to determine the set
of tags that will not participate in the frame phase. In this
procedure, the reader first maps the tags to the slots as what
TPP does. For each -collision slot, it randomly removes
tags to turn the slot into a singleton. The removed tags are
inserted in . After all collision slots are turned into singletons,
the reader broadcasts the IDs of the tags in one after another
to verify their presence. When a tag receives its ID, it will
transmit a short response and keep silent in the frame phase.
The frame phase is the same as in TPP except that the tags in
do not participate.
The execution time of TPP/TP, denoted as , is

where is the number of tags in .Wewant to find the optimal
value of that minimizes the expected value of

(5)

Following a similar process as we derive in
Section IV-B, we can derive as a function of

(6)

We make the following simplification:

(7)

and

(8)
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Fig. 2. Execution time of TPP/TR with respect of the frame size .

Applying (7) and (8) to (6), we have

(9)

According to (5) and (9), is a function of . Fig. 2
shows the value of with respect to when .
To compute the minimum value of , we let the first deriva-
tive of be zero

(10)

where can be derived from (9) as follows:

(11)

Solving (10) numerically, we can find the optimal frame size
that minimizes . For example, the optimal frame size in
Fig. 2 is 111 003.

D. Three-Phase Protocol With Collision Sensitive Tag
Removal (TPP/CSTR)

To make further improvement on TPP/TR, we observe that
when is reasonably large, most collision slots are 2-collision
slots. Consider an arbitrary 2-collision slot to which two tags are
mapped. If the tags transmit short responses, the reader cannot
distinguish the following two cases: 1) both tags are present;
and 2) only one tag is present. That is because in either case
the reader detects the same nonempty slot. However, if the tags
transmit long responses, the reader will observe a collision slot
if both tags are present, and it will observe a singleton slot if only
one tag is present. Hence, observing an expected collision slot
confirms that both tags are not missing, whereas observing an
unexpected singleton slot means one of the tags is missing (but
we do not know which one is missing). If an expected collision
slot turns out to be empty, then both tags are missing.
The above idea leads to our fourth protocol, TPP/CSTR,

which has three phases: a polling phase, a frame phase, and
then another polling phase. At the beginning of the first polling

phase, TPP/CSTR executes a different tag removal procedure:
The reader maps the tags to the slots in the same way as TPP
does. For each -collision slot with , it randomly removes

tags to turn the slot into a 2-collision slot. The removed
tags are inserted in . After all collision slots are turned into
2-collision slots, the reader broadcasts the IDs of the tags in
one after another to verify their presence. When a tag receives
its ID, it will transmit a short response and keep silent in the
frame phase.
In the frame phase, the tags that are not in transmit long

responses. The reader records the slots that are expected to be
2-collision slots but turn out to be singletons. Only the tags
that are mapped to these slots cannot be verified. Hence, in the
second polling phase that follows the frame phase, the reader
broadcasts the IDs of these tags to verify their presence.
The execution time of TPP/CSTR is given as follows:

where is the number of tags whose IDs are broadcast in the
first polling phase and is the number of tags whose IDs are
broadcast in the second polling phase. Let be the number of
missing tags. It is easy to see that

(12)

because each missing tag can produce at most one case in which
an expected 2-collision slot becomes a singleton. In such a case,
the IDs of the two tags mapped to the slot will be broadcast in
the second polling phase. Clearly, when no tag is missing (i.e.,

), the second polling phase does not exist because .
Since is unknown, the reader cannot determine the optimal

value of that minimizes . Instead, it determines the op-
timal value of that minimizes the execution time of the first
polling phase and the frame phase. This is reasonable because
we expect the missing-tag events are relatively rare. If the pro-
tocol is executed once every hour in a warehouse and theft hap-
pens once in a week, then for 167 out 168 executions.
For the one execution when , spending more time is well
justified to identify the lost object. Moreover, Section V-C also
shows that the second polling phase takes much smaller time
than the first two phases and can be ignored.
Let be the combined execution time of the first polling

phase and the frame phase

(13)

Following the procedure of deriving in Section IV-B, we
can derive as a function of

(14)
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Fig. 3. Execution time of TPP/CSTR with respect of the frame size .

According to (13) and (14), is a function of . Fig. 3
shows the value of with respect to when .
To compute the minimum value of , we let the first deriva-
tive of be zero

(15)

where can be derived from (14) as follows:

(16)

Solving (15) numerically, we can find the optimal frame size
that minimizes . For example, when , the
optimal frame size is 57 562.

E. Two-Hash Protocol (THP)

As is mentioned before, an ID transmission in the polling
phase requires much longer time than a short response. Specifi-
cally, . In order to save time, we want to remove all
ID transmissions. Our final protocol, THP, removes the polling
phase all together. It iteratively performs the frame phase. Each
frame verifies the presence of some tags. The protocol repeats
the frame phase until the presence of all tags is successfully ver-
ified.
A time-slot can be used to verify the presence of a tag if the

tag is the only one that is mapped to the slot by a hash function.
The tag is expected to transmit in that slot; if the RFID reader
finds that the slot is actually empty, then the tag must be missing.
However, when we use a single hash function to map tags to
slots, some slots may have multiple tags due to hash collision,
and some others may have no tag. These slots are wasted. Our
idea is to usemore than one hash function to increase the number
of singleton slots.
Consider an arbitrary frame in the execution of THP. Let be

the set of tags whose presence has not been verified in the pre-
vious frames. Let be the number of time-slots in the current
frame. The RFID reader maps the tags in to the slots of the
frame using two hash functions, and , whose ranges are

. Each tag is mapped to two slots at indices,
and , where is a random number that is different for
each frame. As long as one of the two slots is a singleton, the
reader will be able to assign the tag to the slot for its response.
THP uses two hash functions to increase the probability for a
tag to be mapped to a singleton. It can be generalized by using

more than two hash functions, which we do not explicitly dis-
cuss to avoid making the protocol too complex—an undesirable
consequence for RFID tags.
The reader only assigns tags to singleton slots to which no

other tags are assigned. There are two hash functions. The reader
must determine which hash function is used in each time-slot.
This information is recorded in a preframe vector, consisting
of hash indices, each of which corresponds to a time-slot
in the current frame. A hash index is 2 bits long, and it in-
dicates which function should be used for the corresponding
time-slot. For example, if the first hash index in the vector is
“00,” it means that no hash function is used, and the first slot
of the frame is not assigned to any tag. If the first hash index
is “01,” it means should be used when a tag transmits in
the first time-slot. Similarly, a hash-index value of “10” means

should be used. When a hash index is “11,” it means that
multiple tags are mapped to the corresponding time-slot, but the
collision can be resolved, which we will discuss in more detail
shortly.
Next, we explain how the reader assigns tags to slots and

how to construct the preframe vector. Initially, all hash indices
in the vector are set to “00,” and an auxiliary set is empty.
The reader first maps tags in to slots of the current frame
by using the first hash function . It identifies which tags are
mapped to singleton slots and assigns these tags to their slots.
The reader inserts these tags in . It then sets the hash indices
of those singleton slots as “01,” meaning that only one tag is
mapped to each of those slots via , and the tag should transmit
in the slot to confirm its presence. After that, the reader maps
the remaining tags in to slots by using the second hash
function . It identifies which tags are mapped to singleton
slots whose hash indices remain “00.” If a slot’s hash index is
“00,” we know that the slot is not assigned to any tag using .
Now, if only one tag is mapped to that slot by , then the reader
should assign the tag to the slot, insert the tag in and set the
corresponding hash index to be “10.” Finally, we consider the
case where multiple tags are mapped by to a slot whose hash
index is “00.” To resolve the collision, the reader applies a third
hash function on the involving tags. The output of is
either “0” or “1.” If the condition is true for one
and only one tag, the reader sets the hash index of the slot to
“11,” indicating that a tag should transmit in this slot only if it
is mapped to this slot by and satisfies . On the
other hand, if is true for zero, two, or more tags,
the reader keeps the hash index of the slot as “00,” meaning that
the slot is not assigned to any tag. The pseudocode is given in
Algorithm 1.

Algorithm 1:

1. Generate a preframe vector of size . Initially each
hash index in is set to “00.”

2. Create an empty auxiliary set and pick a random
number .

3. For each tag , compute the hash index .
4. Identify which tags are mapped to singleton slots. Insert
these tags in and set the hash indices of those slots to
“01.”



1980 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 21, NO. 6, DECEMBER 2013

TABLE I
TRANSMISSION DECISION TABLE

5. For each tag , compute the hash index
.

6. Identify which tags are mapped to singleton slots whose
hash indices are “00.” Set the hash indices of those slots
to “10.”

7. When multiple tags are mapped by to a slot
whose hash index is “00,” apply on these tags. If

is true for one and only one tag, set the
hash index of the slot to “11.”

To begin the current frame, the reader broadcasts a re-
quest , together with the preframe vector, consisting of the
hash indices of the slots in the frame. If the size of a preframe
vector is too long, the reader divides it into segments of 96
bits (equivalent to the length of the tag IDs) and transmits
each segment in a time-slot of . Note that a tag does not
have to receive the whole vector. It knows it is mapped to the

th and th slots, and thus it also knows which
vector segments it should receive to find the corresponding
hash-index information.
After a tag receives the request , it knows that it is

mapped to the th slot by the first hash function, where
is the tag’s ID. The tag checks the corresponding hash index

in the preframe vector. If the hash index is “01,” the tag knows
that it must be the only tag that is mapped to the slot by . It
will transmit a short response in this slot and remain silent in
other slots. On the other hand, if the hash index of the slot is not
“01,” the tag resorts to . It checks whether the th
hash index in the preframe vector is “10.” If it is, the tag will
transmit in the corresponding slot. However, if the hash index
is “11” instead, the tag will compute to see if the value
is “1.” If it is “1,” the tag will still transmit in this slot. If it is
not “1,” the tag will stay silent in the current frame. All tags that
do not transmit in the current frame will participate in the next
frame. Table I summarizes the transmission decision made by
a tag. The first column is the hash index value. The second and
third columns show whether the tag will transmit in a slot, given
a certain hash index value. If a tag transmits in the th
slot, it will not transmit in the th slot. The pseudocode
is given in Algorithm 2.

Algorithm 2:

1. The reader broadcasts a request and .
2. Each tag does the following:
3. if the hash index for the th slot is “01” then
4. it transmits a short response in the th slot

and remains silent in other slots;
5. else if the hash index of the th slot is “10”

then

6. it transmits a short response in the th slot
and remains silent in other slots;

7. else if the hash index of the th slot is “11” and
then

8. it transmits a short response in the th slot
and remains silent in other slots.

After the frame is completed, the reader updates
and performs the next frame if is not empty. According to the
design of THP, the reader always assigns no more than one tag
to each slot. Hence, all frames are collision-free.
Next, we explain how to determine an appropriate size for

each frame. The execution time for a frame of size is

Let be the number of tags whose presence has not been ver-
ified before the current frame, and be a random variable for
the hash index of the th slot in the frame. Since each of the
tags will be randomly mapped to a slot by the first hash func-
tion, we have

“ ”

(17)

Therefore, the expected number of “01”s in the preframe vector
is

(18)

which is also the expected number of tags whose presence can
be verified based on the first hash function. Let be the ex-
pected number of remaining unverified tags after the first hash
function is applied. We have

(19)

Let be the random variable for the number of tags that are
mapped to the th slot of the frame by the second hash function.
Since each of the tags will randomly map to a slot, we have

(20)

According to our protocol, if the hash index of a slot is set to
“01” (i.e., the slot has been assigned to a tag using the first hash
function), then the slot cannot be assigned to another tag by the
second hash function. Thus, we have

“ ”

“ ”

(21)
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If tags are mapped to a slot by , the collision slot
can be turned into a singleton by with probability

(22)

Therefore, the probability for to be “11” is

“ ”

“ ”

(23)

For simplicity, we introduce a load factor , which is
the ratio between the number of tags whose presence needs to
be verified and the number of slots in the current frame. From
(19), we have

A slot is a singleton (i.e., it is assigned to one and only one tag) if
its corresponding hash index in the preframe vector is not “00.”
Based on (17), (21), and (23), the probability for a slot to become
a singleton is

“ ” “ ” “ ”

(24)

where .
There are slots in the current frame, each having the above

probability to be a singleton. Let be the expected number of
tags whose presence will be verified by the current frame. We
have

(25)

Fig. 4. Average time for verifying the presence of one tag with respect to the
load factor .

The average time for verifying the presence of one of those
tags is

(26)

where s and s (based on the parameters
in [16]).1 The average time spent per tag, , is a function of .
Fig. 4 shows the value of with respect to .
We can minimize by maximizing the denominator of (26),

i.e., . Using a numerical
method such as bisection search, we obtain the optimal value

, such that the average time for verifying the presence
of one tag is minimized to 599 s. In order to achieve a load
factor of 1.540, the frame size should be set to .
It is important to see that only depends on but not

(which is the number of tags whose presence has not been veri-
fied at the beginning of a frame). Hence, if we choose the same
load factor for all frames, the average time for veri-
fying the presence of a tag becomes a constant 599 s across all
frames during the execution of THP. In this case, the execution
time of the protocol is s . Recall that a lower bound
for the minimum execution time of any missing-tag detection
protocol is s . Hence, THP is within a factor
of 1.9 from the optimal.

F. Correctness and Impact of Imperfect Channel

If the wireless channel is error-free, all our protocols are able
to identify any missing tag. The reason is that the presence of
a tag can be unambiguously verified either by the RFID reader
explicitly transmitting the tag ID and polling for the tag’s re-
sponse, or by implicitly mapping the tag to a singleton slot in
a timeframe where the tag can announce its existence without
collision. Our protocols except for TPP/CSTR do just that. They
either assign each tag a singleton slot, or else explicitly poll for

1The rate from a tag to the reader is 53 kb/s, while the rate from the reader to
tags is 26.5 kb/s; it takes 37.76 s for the reader to transmit 1 bit. However, each
tag only needs to transmit a bit to announce its presence by making the channel
busy. In order to transmit this bit, it needs a time-slot, and each time-slot requires
302 s idle time to separate consecutive slots. Therefore, due to the information
nature in missing-tag detection, the effective rate from tags to the reader is low.
On the contrary, the reader transmits 96 bits in each slot of (which also
contains 302 s idle time). The higher effective rate from the reader helps THP
reduce execution time by reducing the overall number of slots that tags need.
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the tag’s response. The only exceptional case is in TPP/CSTR:
For two tags that are mapped to an expected 2-collision slot,
their presence is verified if the slot turns out to be indeed a col-
lision slot. This is obviously true because no other tag is mapped
to the slot, and if one of the two tags does not respond, there will
be no collision. We omit the detailed correctness proof for the
five protocols to avoid excessive verbosity.
However, if the channel is not error-free, it can cause false

positives and false negatives. This is not only true for our pro-
tocols, but also true for others. For example, suppose a missing
tag is mapped to a singleton slot. The slot is supposed to be
empty. However, a false positive may occur if the RFID reader
senses a busy channel due to high noise. Channel errors can also
causemisdetection in [15] even though it is not designed to iden-
tify each individual missing tag. Occasional false positives do
not impose a serious problem because a missing-tag detection
protocol is executed periodically, and a missing tag that is unde-
tected due to a false positive in one execution round will be de-
tected in a later round. If the channel error is significant, we can
replace all short-response slots in our protocols with long-re-
sponse slots that carry noise-resistant multibit checksums of the
tags. Consider a missing tag that is mapped to a singleton slot.
Suppose the tag sends a 10-bit checksum of its ID (which is 96
bits for the GEN2 standard). Even when the slot is nonempty,
if the reader does not receive the correct checksum, it will not
confirm the existence of the tag. The tag must be queried again
by the polling phase. The length of a long-response slot is about
1.5 times the length of a short-response slot. If we replace all
short-response slots with long-response slots in a protocol, the
execution time will be increased by about 50% due to this re-
placement. Certainly, we may use checksums of more than 10
bits (such as 16 bits or more) to improve the resilience against
channel error.
A false negative occurs when the RFID reader transmits the

ID of a tag to poll for its response, but the transmission is cor-
rupted by channel error and consequently the tag does not re-
spond. In this case, the reader believes that the tag, which is
not missing, does not exist. False negatives can also happen in
the prior tag-collection protocols (Section III-A). Suppose two
tags collide in their ID transmissions. The negative acknowledg-
ment, a flag of “0,” from the reader may be changed to a positive
one, a flag of “1,” due to channel error. As the tags stop trans-
mitting their IDs, the reader will treat them as missing ones. For
all protocols, the false negatives can be easily handled in the
same way: The reader performs an extra verification step that
polls each “missing” tag to see if it responds.
False positives and false negatives may also happen if tags are

moved in or out of the system during protocol execution. They
are handled by the approaches described above. However, in
order to reduce the false alarms caused by normal inventory op-
erations, we should minimize the execution time. This is where
our protocols enjoy significant advantages, as Section V will
demonstrate through simulations.

G. Limited Frame Size

The maximum frame size in a practical RFID system is likely
to be limited due to clock synchronization, power restoration,
or other reasons. When we describe the protocols, frames are

treated as logical ones whose sizes are not limited. In practice,
if the size of a (logical) frame is larger than the maximum
size , the logical frame has to be implemented as consecu-
tive physical frames, during which tags transmit. Knowing the
index of its time-slot in the logical frame, a tag can easily de-
termine in which physical frame and which slot of the frame it
should transmit.

H. Pushing Complexity to Reader

Significant asymmetry exists between readers and tags:
Unlike tags, the cost for a reader is not a serious concern
because it is not needed in large quantities; sometimes, only
one is needed. Therefore, unlike tags, the reader is not limited
in storage space, computation power, or energy supply. If
necessary, it can be connected to a powerful server for re-
sources. With a high-quality antenna, a reader is able to receive
weak signals from tags. With low-quality antennas, although
tags can receive strong signals from the reader, they may not
receive each other’s weak signals. They may not even sense
whether the channel is busy or idle, i.e., whether another tag is
transmitting. Nor can they sense if collision has occurred when
two tags transmit simultaneously. However, the reader can
detect whether the channel is idle or whether collision occurs.
Such asymmetry points out a design principle that we should
follow: pushing the complexity to the reader while leaving
the tags simple. In our protocol design, a tag only needs to
perform very simple operations: receiving a few of parameters
from the reader, implementing a simple hash function based
on a prestored bit ring, and transmitting in a certain slot. All
the intelligent work such as tag removal or preframe vector
computation is performed by the reader.

V. SIMULATION RESULTS

In this section, we evaluate the efficiency of the baseline pro-
tocol, TPP, TPP/TR, TPP/CSTR, and THP by simulations. We
compare our protocols to the state-of-the-art protocols in the re-
lated work. They are the Trusted Reader Protocol (TRP) [15],
the Enhanced Dynamic Framed Slotted ALOHA (EDFSA) [18],
and the Binary Tree Protocol (BTP) [19].
Two performance metrics are used: 1) the execution time of

a protocol before it identifies all missing tags, and 2) the exe-
cution time of a protocol before it detects the first missing tag.
The first performance metric tells us how long it takes a protocol
to identify exactly which tags are missing. The second metric
tells us how long it takes a protocol to identify the missing-tag
event. We run each simulation 100 times with different random
seeds and average the results to produce a data point. The max-
imum standard deviation in our simulations is less than 5% of
the average.
The simulation setting is based on the Philips I-Code specifi-

cation [16]. Any two consecutive transmissions (from the reader
to tags, or vice versa) are separated by a waiting time of 302 s.
According to the specification, the transmission rate from a tag
to the reader is different than the transmission rate from the
reader to a tag. The rate from a tag to the reader is 53 kb/s; it
takes 18.88 s for a tag to transmit 1 bit. The value of the infor-
mation transmission is calculated as the sum of a waiting time
and the time for transmitting the information, which is 18.88 s
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TABLE II
EXECUTION TIME WITH RESPECT TO

multiplied by the length of the information. In this study, both
short response (1 bit) and long response (10 bits) are transmitted
from the tags to the reader. Therefore, is 321 s, and is
491 s.
The transmission rate from the reader to tags is 26.5 kb/s; it

takes 37.76 s for the reader to transmit one bit. Each tag ID
contains 96 bits, which includes a 16-bit CRC code according
to the Gen2 standard. Recall that all the ID-transmissions are
from the reader to the tags in this study, which is 96 bits. There-
fore, is 3927 s (including a waiting time before the trans-
mission). The time for the reader to transmit a segment of the
preframe vector (hash indices for THP) is the same. However,
if a tag transmits a 96-bit ID to the reader, it only takes 2114 s
due to a different transmission rate.
Our protocols except for TPP/CSTR need only to identify

empty and nonempty slots. TPP/CSTR has to identify empty,
singleton, and collision slots. Therefore, the tags in the baseline
protocol, TPP, TPP/TR, THP, and TRP transmit short responses,
each taking s, and the tags in TPP/CSTR transmit
long responses, each taking s. EDFSA and BTP re-
quire the tags to transmit their IDs, each taking 2114 s. Unless
specified otherwise, the default number of missing tags in the
simulations is 1.
It is worth to mention that while we use large frame sizes in

the proposed protocols, clock synchronization happens at the
beginning of each protocol execution. RFID systems operate in
low-rate wireless channels. The data rate is about 53 kb/s for the
I-Code system, which is a thousand times slower than 802.11g.
That means each bit takes a thousandfold more time to transmit,
and therefore the requirement for clock synchronization is less
stringent, particularly when considering that the protocols only
take a few minutes to complete (Table II). Clock drift should
not be a major issue in a low-rate channel within such a short
period of time. When we have to set an upper bound on frame
size (say, 3000 slots, which translates into less than 1 s), we can
implement a larger frame size by using multiple frames, each
having 3000 or less slots. In this case, the reader transmits a
signal at the beginning of each frame to reset the clock. This
overhead, when amortized over the large number of slots in a
frame, will be negligible.

A. Time Efficiency

The first set of simulations evaluates the time efficiency of the
protocols. We compare our five protocols to EDFSA and BTP
for the time it takes each of them to identify all missing tags.
TRP [15] is not designed to identify individual missing tags. In-
stead, it detects the event that at least one tag is missing with a

certain probability when the number of missing tags exceeds
. For this set of simulations, , and we let %.

Even although TRP does not achieve what the other protocols
do, we include the results of TRP because it is the only ex-
isting work that explicitly deals with a variant of the missing-tag
problem. For EDFSA [18], we remove its component for esti-
mating the number of tags because in our model the reader
knows the information of the tags.
We vary from 5000 to 100 000. Table II presents the ex-

ecution times of the protocols. Our baseline protocol performs
better than TRP, EDFSA, and BTP, cutting the execution time
by about half when compared to the best result of these existing
protocols. For example, when , the time of the base-
line protocol is 67.7% of the time taken by TRP, 61.3% of the
time by EDFSA, and 59.1% of the time byBTP.Our other proto-
cols, TPP, TPP/TP, TPP/CSTR, and THP, perform increasingly
better. The execution time of THP is around 14.1% of the time
taken by the baseline protocol.
The ratio between the execution time required by TRP

(EDFSA, BTP) and that by our best protocol THP is around
10.3 (11.2, 11.7). When , TRP (EDFSA, BTP)
requires 312.8 (342.8, 357.2) s while THP requires only 30.0 s,
representing 90.4% (91.3%, 91.6%) reduction in the execution
time.

B. Time to Detect the First Missing Tag

The second set of simulations studies the relation between the
number of missing tags and the time to detect the first missing
tag. It takes less time to find out whether some tag(s) is missing
than to actually identify them. This is also an important function
for RFID systems that require a quick answer on whether the set
of tags is intact. For TRP, % in this set of simulations.
We set and vary the number of missing tags

from 1 to 50. Note that means the set of tags is intact.
Table III shows that the detection time of all protocols except
for TRP decreases as increases. That is because more missing
tags make it easier to detect one of them. The detection time
of TRP is a constant since it requires the reader to collect the
responses from all tags before the detection decision is made.
From Table III, our protocols require far less time to detect the
first missing tag than TRP, EDFSA, and BTP, especially when
is small. For example, when , TRP (EDFSA, BTP)

requires 312.8 (86.1, 85.3) s, while our best protocol THP re-
quires only 8.0 s, representing 97.4% (90.7%, 90.6%) reduction
in the execution time. When , TRP (EDFSA, BTP) re-
quires 312.8 (6.3, 6.7) s, while our best protocol THP requires
only 0.5 s.
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Fig. 5. Execution time of the second polling phase in TPP/CSTR with respect
to the number of missing tags when .

TABLE III
TIME TO DETECT THE FIRST MISSING TAG WITH

C. TPP/CSTR and Number of Missing Tags

Except for TPP/CSTR, the execution times of all other pro-
tocols are independent of the number of missing tags when
they are used to identify the missing tags. TPP/CSTR consists
of three phases: the first polling phase, the frame phase, and
the second polling phase. The execution time of the first polling
phase and the frame phase is also independent of . However,
the execution time of the second polling phase is dependent on
. In this section, we evaluate the impact of on the execu-
tion time of TPP/CSTR. Fig. 5 shows the execution time of the
second polling phase in TPP/CSTR with respect to . The time
increases linearly in and stays small when is small. For ex-
ample, when is 50 000 and is 100, the execution time of
the second polling phase is only about 0.8 s, which is insignif-
icant when compared to the 46.9 s for the other two phases of
the protocol.

D. Radio Collision and Number of ID Transmissions

Section III-C proposes two design guidelines in this study.
The first one is to reduce radio collision since the collision incurs
retransmission in prior art. In our five protocols, only TPP and
TPP/CSTR have collision slots. Moreover, the collision slots in
TPP/CSTR are all 2-collision ones and can be used to verify the
presence of the collided tags.
The second one is to avoid ID transmissions since it takes

much longer time to transmit an ID than a short (long) response.
We vary the number of tags from 5000 to 100 000. Fig. 6
presents the ratio between the number of ID transmissions and
in the system. Recall that THP does not require any ID trans-

mission, but it needs to transmit a long preframe vector. The
reader first divides the vector into a number of segments, each
having 96 bits long except for the last one, and then transmits the
segments one by one. Since the segment has same number of bits
as an ID.We treat the transmission of each segment in the vector
as one ID transmission. The baseline protocol requires one ID

Fig. 6. Ratio between the number of ID transmissions and the number of tags
.

transmission for each tag. Therefore, its ratio is always 1. Other
four protocols—TPP, TPP/TR, TPP/CSTR, and THP—have de-
creasing values of ratio. When is 50 000, the ratio of the four
protocols are 27.6%, 19.5%, 6.2%, and 1.3%. The results match
our expectation for efficient protocol design.

E. Impact of Channel Error

So far, we have demonstrated that the proposed protocols
work fine when channel error is negligible. When channel error
is not negligible, we can enhance robustness of the protocols
using mechanisms described in Section IV-F. In this section, we
use our best protocol, THP, to evaluate the effectiveness of such
mechanisms.
In THP, there are two types of slots: 1) response slots ,

each of which carries 1-bit information for a tag to announce
its presence, and 2) hash-index slots, each of which is 96 bits
long , carrying a segment of hash indices in the preframe
vector. Any slot may be corrupted due to channel error. It may
cause false positives2 as we have explained in Section IV-F. We
mainly use checksums to deal with this problem and use peri-
odic protocol execution as a supplement (Section IV-F). More
specifically, wemodify THP as follows: 1) All response slots are
replaced with long slots, each carrying a 16-bit CRC checksum
that is computed based on the ID of the transmitting tag. If the
reader expects a tag to respond in a slot but receives an incor-
rect checksum, the tag treats it as channel error and records the
tag as a “missing” tag, which may however be a case of false
negative.3 2) A 16-bit CRC checksum is included in each 96-bit
slot that carries a segment of the preframe vector. If a tag finds
that the segment carrying the hash index it needs is corrupted,
it will not transmit in any subsequent frames (because it does
not know which slot it is supposed to transmit due to corrupted
hash index). Eventually, the reader will classify this tag as a
“missing” one because the tag does not transmit at its assigned
slot. This is again false negative. To handle false negative cases,
the reader polls the detected missing tags after all frames of THP
are completed. If a “missing” tag responds after being polled,
the reader knows that it is a false negative case and reclassifies
the tag as not missing.
The above enhancement comes with a price: The protocol ex-

ecution time will be longer. We perform simulations to evaluate

2We refer to the confirmation of a tag’s presence as positive. False positive
means wrongly confirming the presence of a missing tag.
3We use false negative for wrongly claiming that an existing tag is missing.
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Fig. 7. Execution time of enhanced THP protocol that handles channel error,
where is the probability for any slot to be corrupted.

the significance of its impact. The results are shown in Fig. 7. If
1% of all slots are corrupted, the execution time of the enhanced
THP is about twice the time of the original THP; if 5% of all
slots are corrupted, the execution time of the enhanced THP in-
creases is less than tripling the time of the original THP. Such
an increase does not change the basic conclusions of this paper
because, even after doubling or tripling, our execution time is
still far smaller than the times of other protocols, which are men-
tioned in Section V, before they take channel error into account.

VI. RELATED WORK

The tag-collection protocols mainly fall into two cate-
gories. One is tree-based [2], [19]–[23], and the other is
ALOHA-based [24], [18], [17], [8], [25], [26]. The tree-based
protocols organize all IDs in a tree of ID prefixes [19]–[21].
Each in-tree prefix has two child nodes that have one additional
bit, “0” or “1.” The tag IDs are leaves of the tree. The RFID
reader walks through the tree. As it reaches an in-tree node, it
queries for tags with the prefix represented by the node. When
multiple tags match the prefix, they will all respond and cause
collision. Then, the reader moves to a child node by extending
the prefix with one more bit. If zero or one tag responds (in the
one-tag case, the reader receives an ID), it moves up in the tree
and follows the next branch. Another type of tree-based pro-
tocol tries to balance the tree by letting the tags randomly pick
to which branches they belong [19], [22], [23]. Namboodiri and
Gao [27] propose a binary search tree scheme and design three
anti-collision protocols to converse energy of mobile readers.
Pan and Wu propose a Smart Trend-Traversal protocol [2] for
RFID tag arbitration. It reduces energy cost in the arbitration
process through a Query Tree-based scheme.
The ALOHA-based protocols work as follows. The reader

first broadcasts the query request. Each tag chooses a time-slot
to transmit its ID. If a tag selects a slot that none of other tags se-
lect, it can be successfully identified and will keep silent for the
rest of the process. If multiple tags transmit simultaneously, the
responses are garbled due to collision and retransmissions are
required. The process terminates when all the tags are identified
successfully. The enhanced dynamic framed slotted ALOHA
(EDFSA) [18] increases the identification probability by ad-
justing the frame size and restricting the number of responding
tags in the frame.

The tag estimation [12], [13], [6], [8], [14] is another impor-
tant problem in RFID system. Kodialam and Nandagopal [12]
propose a probabilistic model to estimate the number of tags.
The reader uses slotted ALOHA-protocol and counts the
number of empty and collision slots. Based on the obtained
information, the reader generates the estimation. The process
repeats until the specified accuracy is achieved. The drawback
of the estimators in [12] is the reader should know approxi-
mately the magnitude of the number of tags to be estimated.
The authors design an Enhanced Zero-Based (EZB) estimator
in [13] in order to address the constraint mentioned above.
Qian et al. [14] present the Lottery-Frame scheme (LoF) for
the multiple-reader scenario. By employing the hash functions
with geometric distribution, the replicate-insensitive estimation
protocol achieves high accuracy with low overhead.
Tan et al. [15] design the Trust Reader Protocol (TRP) to de-

tect the missing-tag event with probability when the number
of missing tags exceeds , where and are system param-
eters. In TRP, the reader broadcasts a random number and a
frame size . Based on the received random number and its ID,
each tag pseudo-randomly chooses a slot in the frame to reply.
A slot is denoted as “0” if no tag replies in the slot. Otherwise,
it is denoted as “1.” In this way, the reader can generate a bit-
string of “0”s and “1”s from the reply. Since the reader knows
all the IDs as well as the parameters , it is able to determine
the resulting bitstring for an intact set. The reader compares the
bitstring generated from the reply and the bitstring generated
from the records and will report that the set of tags is not in-
tact if a mismatch is found. TRP uses probabilistic method to
choose the frame size, which is the smallest value that satis-
fies the system accuracy requirement. However, TRP cannot de-
tect the missing-tag event with certainty (i.e., %) and
more importantly, it cannot tell which tags are missing. More-
over, when is close to one and is small (such as 1 or 2), the
detection time will be extremely large.
Sheng et al. [28] propose a slotted ALOHA-based protocol

to probabilistically detect the missing event. The basic intuition
is as follows. At the beginning of a detection, the reader broad-
casts a frame size and a random seed. Each tag randomly picks a
slot in the frame to respond based on the random seed and its ID.
Since the reader has the ID information of all tags and the seed,
it can compute which slots are empty and which are not. If a slot
should be occupied by a tag , but it turns out to be empty, the
reader knows that is missing. However, if that slot is also
occupied by another tag , which is not missing, the slot will
still be nonempty. In this case, the missing tag cannot be
detected any more. In order to solve this problem and achieve
better detection accuracy, the reader repeats the detection pro-
tocol multiple rounds with different random seeds. If a tag is
reported to be missing in at least one round, it is considered to
be missing. This protocol has similar weaknesses as TRP. First,
it cannot guarantee 100% detection accuracy. Second, the ex-
ecution time will be extremely large as the detection accuracy
approaches 100%.
The protocols in [15] and [28] are very simple and impose

minimum hardware requirements, which is advantageous as far
as RFID tags are considered. The protocols in this paper are
relatively more complex. For example, in TPP/TRP, a tag needs
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to be “silenced” after being polled, such that it does not transmit
in the frame phase. This requires additional complexity in tag
design. Nevertheless, these protocols are designed for different
purposes. The protocols in [15] and [28] detect missing-tag
events, whereas the ones in this paper identify the missing tags.

VII. CONCLUSION

In this paper, we study the problem of monitoring the set of
tags in a large RFID system and identifying the missing ones.
The solution to this problem has important inventory manage-
ment applications in large livestock farms, warehouses, and hos-
pitals. To avoid interfering with other normal operations, we
should minimize the execution time of the protocol for iden-
tifying the missing tags. We propose five missing-tag detection
protocols with increasingly better time efficiencies. A number
of novel techniques are introduced in the protocols, including
hybrid of frame and polling phases, tag removal, collision-sensi-
tive tag removal, and probabilistic iterative frame phases. These
new techniques achieve far smaller missing-tag detection times
than the existing protocols.
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