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Abstract

Unstructured P2P networks dominate in practice due to their small maintenance overhead. However, the high volume of search traffic
threatens its continued growth. The focus of this paper is to study how to improve the search efficiency in a non-DHT P2P network
without a distributed indexing structure. We identify possible performance problems in KaZaa and Gnutella, and propose a flexible
two-phase ticket-based search algorithm (TBS). In particular, the first phase is designed to reduce the search overhead and lookup delay
in searching popular (highly replicated) files, and the second phase is designed to reduce the excessive duplicate messages in searching
unpopular (rare) files. In addition, a random sampling solution is proposed to estimate timeout between consecutive search rounds,
and a moving anchor solution is proposed to reduce duplicate visits of the same node. Moreover, we propose a ticket-based broadcast
algorithm (TBA) by slightly modifying TBS, which has the significance in supporting various network functionalities. We evaluate the
performance of the new techniques by both analysis and simulations, which demonstrate that the proposed solutions outperform the
existing alternatives.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

P2P (peer-to-peer) systems for file sharing fall in two
categories: unstructured P2P networks [1–5] and structured
P2P networks with DHT-based (Distributed Hash Table)
search algorithms [6–19]. They contrast each other in trade-
off between search overhead and maintenance overhead.

A structured P2P network has a strictly defined overlay
topology, which infers a unique search path for any
lookup request. Its search overhead is small, but the
maintenance overhead can be huge for a highly dynamic
system. When a new node joins, the following operations
have to be performed. First, a lookup request must be
issued to find the node’s location in the overlay network.
Second, a portion of the file-index database is transferred
from an adjacent node. Third, a number of lookup
0140-3664/$ - see front matter � 2007 Elsevier B.V. All rights reserved.
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requests are issued to find its overlay neighbors. Fourth,
for each file to be shared from this node, a lookup request
is issued to find where the index information should be
placed. For a single join, the overhead can be large if
the node carries many shared files. Moreover, nodes
may join and leave very frequently. The observations on
FastTrack users showed that over 20% of the overlay con-
nections last 1 min or less and 60% of the IP addresses
keep active for no more than 10 min each time after they
join the system [20]. This has two implications. First, a
high rate of node joins means a high rate of lookup
requests to add the index information for the files that
the new nodes carry. Second, a high rate of node depar-
tures means that the existing index information must be
timed out to prevent staleness, which further means that,
to keep a shared file in the system, the index information
must be periodically refreshed, causing addition over-
head. Besides, it is a complicated matter to support
multi-attribute or partial lookups in a structured P2P
network.
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1 m is only for the purpose of analysis, and is not known in practice.
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Without a rigid index-placement scheme, unstructured
P2P networks have small maintenance overhead, which is
the reason that they dominate in practice. However, the
file lookup is resolved by flooding, which has serious sca-
lability problem [21]. Measurements in [22] have shown
that the flooding algorithm generates 330 TB/month in
a Gnutella network with only 50,000 nodes. Even with
the use of super nodes in Kazaa (ultrapeers in Gnutella)
and TTL-constrained flooding (also called expanding
ring), traffic volume is still high. Observing that P2P traffic
becomes dominant and even exceeding web traffic [20,23],
many organizations block P2P traffic to prevent perfor-
mance degradation of other network applications.
Improving search performance of unstructured networks
is extremely important to supporting future P2P applica-
tions without overloading the Internet.

A hybrid approach [24] was proposed to use an
unstructured network for popular files and a structured
network for unpopular files. However, without a central
server maintaining the historical access statistics of all
files, the problem of determining which files are popular
or unpopular is not satisfactorily addressed. Furthermore,
regardless how frequent they are accessed, if the number
of unpopular files is large, the overhead of maintaining
the indexes in the structured network remains a serious
problem. Another hybrid approach [25] utilized partial
index to help peers to find shared interests, and provide
search hints for those data difficult to locate even after
interest-based clustering.

This paper has three contributions. First, we identify
performance problems in the existing P2P file search sys-
tems, and propose an efficient ticket-based search algo-
rithm (TBS). The existing approaches suffers different
problems in searching for popular (highly replicated) and
unpopular(rare) files. The proposed algorithm addresses
these problems, and is able to adapt itself to suit both pop-
ular and unpopular files.

Second, we propose two optimization methods to
improve the performance of P2P file search systems. A ran-
dom sampling solution is designed to estimate the appro-
priate timeout between consecutive search rounds and a
moving anchor solution is designed to reduce duplicate vis-
its of the same node.

Last but not least, we propose a broadcast algorithm,
called ticket-broadcast algorithm (TBA), which is derived
from the ticket-based search algorithm. TBA has its own
significance in supporting various network functionalities,
e.g., collecting statistics, distributing notifications, etc.
TBA works far better than the existing broadcast
alternatives.

The rest of the paper is organized as follows. Section 2
identifies problems in existing approaches. Section 3 pro-
poses a ticket-based algorithm, and two heuristics to
improve the performance of P2P search systems. Section
4 proposes a ticket-based broadcast algorithm, and studies
its performance. Section 5 provides simulation results. Sec-
tion 6 draws the conclusion.
2. Inefficiency in existing P2P file search systems

In this section, we first define the network model, study
the optimal search overhead, and then discuss the problems
in existing P2P file search systems in details.
2.1. Network model

We use Kazaa’s structure, which is also adopted by the
current Gnutella [26]. There are two types of nodes, super

nodes (or ultrapeers) and leaf nodes. An overlay network
is formed among the super nodes, each of which carries a
set of leaf nodes. When a leaf node joins at a super node,
it reports its file indexes to the super node. When a node
looks up a file, it issues a request to its super node, which
initiates a search process in the overlay network to locate
the file. From now on, we shall focus only on the super
nodes and the overlay network formed among them. In
the sequel, we refer to a super node simply as a node.

Let N be the set of nodes, n be the number of nodes in N,
and cx be the number of neighbors of a node x 2 N, and c

be the expected value of cx, i.e., the average number of
neighbors per node or the average node degree. The k-
neighborhood of x is the set of nodes that are k or less
overlay hops away from x. While our discussions in this
paper are made mainly for looking up a file, we want to
point out that the proposed techniques can be easily applied
to pattern search, i.e., finding a specified number of files that
match a given pattern. The notations, including those
defined later, can be found in Table 1 for quick reference.
2.2. Optimal search overhead

Suppose a file has m replicated copies randomly distrib-
uted in the overlay network. Let p(i) be the probability of
not finding any copy of the file after i nodes are searched.
The file is not found if the set of m1 nodes with the file does

not overlap with the set of i nodes that are searched.
m
n

� �
is the total number of different ways that the file can be dis-

tributed in the network, and
m

n� i

� �
is the number of dif-

ferent ways that the file can be distributed among the nodes
that are not searched. Hence,

pðiÞ ¼

m
n� i

� �
m
n

� � ¼ ðn� iÞ!ðn� mÞ!
n!ðn� i� mÞ!

Suppose we sequentially search a random sequence of dis-
tinctive nodes one after another. Let X be the number of
nodes to be searched before finding the first copy of the file.
It is a random variable with a distribution between 1 and



Table 1
Notations

N Set of (super) nodes
n Number of (super) nodes
cx Number of neighbors of x

c Average number of neighbors per node
m Number of replicated copies of a file in the network
X Number of nodes to be searched before locating a file
E(Xjm,n) or E(X) Expected value of X
l, q Parameters for random walk
d Parameter for limited-degree flooding
a, k Parameter for ticket-based flooding
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n � m + 1. The expected value E(Xj m,n) is a function of
both m and n.

EðXjm; nÞ ¼
Pn�mþ1

i¼1

i � pði� 1Þ � m
n�iþ1

¼
Pn�mþ1

i¼1

i ðn�iþ1Þ!ðn�mÞ!
n!ðn�i�mþ1Þ!

m
n�iþ1

ð1Þ

where p(i � 1) is the probability of not finding any copy at
the first (i � 1) searched nodes and m

n�iþ1
is the conditional

probability of finding a copy at the ith node. Combined,
pði� 1Þ m

n�iþ1
is the probability of finding the first copy at

the ith nodes. When the context makes it clear, we will
abbreviate E(Xjm,n) simply as E(X)

Because E(X) Æ m is an increasing function with respect
to m according to the figure, we have2

EðX jm ¼ 1; nÞ 6 EðXÞ � m 6 EðX j m ¼ n; nÞ � n

From (1), EðX j m ¼ 1; nÞ ¼ nþ1
2

and E(Xjm = n,n) = 1. We
have

nþ 1

2
6 EðXÞ � m 6 n

nþ 1

2m
6 EðXÞ 6 n

m

Based on the above inequality, m has a great impact on the
average number of nodes E(X) needed to be searched. The
left plot of Fig. 1 shows the curve of E(X) with n = 10,000.
When m > 1000, E(X) < 10, which means that finding a
highly popular file is trivial. With high probability, it can
be found in a very small neighborhood. The right plot
shows how to quickly estimate the value of E(X). For
m > 100, E(X) Æ m � n and thus E(X) � n/m.

One approach, proposed by Kumar et al., is for each
node to advertise the information about its files in a neigh-
borhood [27]. When a node receives a lookup message and
it knows the whereabout information of the requested file,
it can help direct the message to the node that has the file.
This approach can reduce the search overhead at the cost
of periodic advertisement in order to prevent information
staleness. The technique of artificially increasing m is
orthogonal to the new techniques to be proposed in this
2 Note that E(X) is the abbreviation of E(X j m,n), which is a function of
m.
paper, which improve the search efficiency for any m val-
ues. The two types of techniques can be used together for
better performance.

2.3. Inefficiency in existing systems

There is significant room for improvement in the search
efficiency of some commonly deployed P2P systems. In
searching for popular (highly replicated) files, the existing
systems suffer excessive unnecessary communication over-
head or long lookup delay. In searching for unpopular
(rare) files, they suffer from excessive duplicate messages.

2.3.1. Inefficiency in searching for popular files
The current Gnutella uses the TTL-constrained flooding

approach to limit the search scope. The basic idea is to
search increasingly larger neighborhood until the requested
file is found. The source node broadcasts a lookup request
with an initial TTL (time to live) value, specifying the max-
imum number of hops the request will travel. When a node
receives the request for the first time, if it has the requested
file, it replies to the source; otherwise, if the TTL is greater
than zero, the node reduces TTL by one and forwards the
request to all neighbors except the one from which the
request is received. If the source does not receive any reply
after a timeout period, it broadcasts another request with
an increased TTL. This process repeats until one or more
replies are received or TTL exceeds a threshold value. We
call each broadcast of the request as one search round (or
round).

In the case of searching for popular files, we can assume
that the number of nodes in a k-neighborhood under
search is roughly ck. This assumption is reasonable,
because the searched neighborhood is likely to represent
a small portion of the network, the probability for the
nodes to share common direct neighbors is very small,
and consequently the search follows a tree structure with
each internal node having c children on average. The num-
ber of leaf nodes, roughly ck, is much more than the num-
ber of internal nodes when c is reasonably large.

Recall that X represents the number of nodes that are
searched when the first copy of the file is located. In order
to cover X nodes, the TTL value in the flooding has to
grow as large as ØlogcXø. The number of nodes to be
searched in the ØlogcXø-neighborhood is roughly cdlogcXe.
Because ØlogcXø can be close to logcX + 1, the overhead
(in terms of the number of nodes that are searched) can
be as large as

clogcXþ1 ¼ c � X ð2Þ
which is c times of X. Namely, (c � 1) times of more nodes
are searched even after the file is located. It represents a
serious overhead problem even when c is modest, e.g., 10.
The fundamental reason for this problem is that the over-
head in TTL-constrained flooding increases at very coarse
discrete steps – it increases by c times for each search
round.
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Fig. 1. E(X) is the expected number of nodes to be searched.
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Limited-degree flooding artificially reduces the value of
c. Each intermediate node forwards the lookup message to
d(<c) randomly selected neighbors. By (2) and with c

replaced by d, the number of searched nodes is reduced
to d Æ X. However, in this approach, fewer nodes can be
covered than that in TTL-constrained flooding within
the same number of hops. In order to cover X nodes,
the value of TTL has to be ØlogdXø, which is greater than
ØlogcXø. A larger TTL means that the lookup message has
to travel more hops to complete a search round, which
causes a greater lookup delay. Probabilistic flooding [28]
artificially reduces the value of c by forwarding the lookup
message to each neighbor with a certain probability. It has
a similar problem as limited-degree flooding does. Light-
Flood [29] relies on pre-constructed tree-like sub-overlay
called FloodNet to avoid revisiting the same nodes in
the networks. It has the same serious overhead problem
because the huge gap between two consecutive TTL val-
ues: the overhead is still as large as d Æ X (d is the average
degree of the nodes in the tree).
2.3.2. Inefficiency in searching for unpopular files

TTL-constrained flooding approach is designed to
search for highly replicated (popular) files. To look up such
a file, it is sufficient to search only a small number of nodes.
When TTL of the constrained flooding is not large, recur-
sively forwarding a lookup message to neighbors is a good
way to distribute the message across the overlay network,
especially when the neighbors are randomly selected. How-
ever, after a large portion of nodes have received the
lookup message, further forwarding the message to neigh-
bors is increasingly inefficient.

When the number of replicated copies of a file, m, is very
small, the expected number of nodes to be searched, E(X),
will be very large. For example, by (1), if m = 1, we have

EðX j m ¼ 1; nÞ ¼
Xn

i¼1

i
n� iþ 1

n
1

n� iþ 1

¼ 1

n

Xn

i¼1

i ¼ nþ 1

2

Note that nþ1
2

is the average number. In the worse case, all
nodes have to be searched. In order to cover all nodes, the
TTL of constrained flooding has to be as large as the net-
work diameter, which causes the message to be forwarded
on every overlay link, and the probability of hitting an al-
ready-searched node (called duplicate visits) becomes lar-
ger than the probability of hitting an unsearched node.
Thus, this approach is too expensive for the search of
(unpopular) files with one or a few copies.

Another approach is to carefully arrange the neighbor
links to create a balanced broadcast tree among all nodes,
which achieves the optimal hop complexity of O(logcn)
and the optimal message complexity of n. This approach
is however impractical for a high-dynamic P2P network
where tens or even hundreds of nodes join and depart at
any moment. Moreover, the internal nodes, which
account for a small portion of a tree with an average
degree of c, will take the full burden of forwarding the
broadcast traffic.

Random walk delivers a message through a set of ran-
dom paths. Limited-degree flooding forwards a message
to a fixed number (but not all) of neighbors at each hop.
Probabilistic flooding forwards a message to neighbors
with a certain probability at each hop. They are not suit-
able for broadcast. As our simulations will demonstrate,
besides the performance problems, they may fail in reach-
ing a portion of nodes.

Although unpopular files may be accessed less fre-
quently, their number can be much larger than the number
of popular files. Moreover, their importance to some users
should not be under-estimated just because fewer users
need them. Without an efficient algorithm searching for
unpopular files, a major portion of these files are essentially
lost in the network if TTL-constrained flooding is con-
strained to a limited scope.

The dynamic query algorithm was proposed in [30],
which switches the queries from probabilistic searching
to random walks if the searched files are unpopular. As
discussed, the probabilistic searching may result in long
response time. In addition, random walks may revisit
nodes in searching unpopular files and increase the
communication overhead. Another dynamic querying
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algorithm was proposed in [31], which tries to bridge the gap
between two consecutive TTL values by dynamically calcu-
lating TTL in each searching round. However, it has the
same problem as in [29] if the searched files are unpopular.
3. Ticket-based search in non-DHT P2P networks

In this section, we first propose a ticket-based search algo-
rithm, which addresses the inefficiency problems discussed in
Section 2, and is able to efficiently search for both popular
and unpopular files. We also will discuss two optimizations
to improve the performance of P2P file search systems.

3.1. Two-phase ticket-based search algorithm

Our ticket-based search algorithm (TBS) consists of two
phases. Phase one is called ticket-based flooding. Its pur-
pose is to improve the search efficiency of popular files
by significantly reducing the search overhead without sig-
nificantly increasing the lookup delay. Phase two is called
segmented ring traversal. Its purpose is to improve the
search efficiency for unpopular files by avoiding excessive
duplicate visits.
Fig. 2. Ticket-based sear
The algorithm begins with Phase one, which is able to
find most popular files. It switches to Phase two after
Phone one has delivered the lookup message to a certain
percentage of all nodes, such that further distributing the
message in a flooding way is no longer efficient due to
duplicate visits. Phase two is able to resolve all lookups
that cannot be answered by Phase one.
3.1.1. Phase one: ticket-based flooding
The concept of tickets was originally proposed in [32]

under a totally different context. To find a QoS-constrained
route, tickets specify the maximum number of wireless
paths to be probed. To locate a file, tickets in this paper
specify the number of nodes to be checked in one search
round. Each ticket represents the permission of searching
one node. If one search round does not find the file, the
number of tickets is increased by a factor a. Within each
round, when a node receives a lookup message for the first
time, it consumes one ticket and then forwards the message
to all neighbors as long as the message carries enough tick-
ets, which are split among the neighbors.

Ticket-based flooding is given in Fig. 2 with min_tickets
and kn specifying the minimum number and maximum
ch algorithm (TBS).
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number of tickets used in any round of Phase one, respec-
tively, where n is the number of nodes in the system and
k(<1) is a system parameter. Note that when the number
of tickets in a round becomes larger than the maximum
threshold kn, the algorithm switches to Phase two.

A lookup message contains at least four fields, msg car-
rying the information about the query, t carrying the num-
ber of tickets, sid uniquely identifying this round of search,
and a flag f specifying which phase the algorithm is execut-
ing (0 for Phase one and 1 for Phase two).

The algorithm consists of two subroutines. One is exe-
cuted at the lookup source node. It makes a sequence of
search rounds with an increasing number of tickets until
the file is found or the ticket number is larger than the
threshold kn (in this case, switching to Phase two). The
other subroutine is executed at all other nodes, upon
receiving lookup messages. It consumes one ticket and for-
wards the received message to all neighbors, with the
remaining tickets split evenly among them (lines 5–11 in
the lookup routine at the source node).

In this phase, the number of searched nodes is increased
in discrete steps by a tunable factor a 2 (1, c] (line 10 in the
lookup routine at the source node). In order to cover X
nodes, the maximum number of tickets issued for one
round will not exceed aX, which is smaller than cX.
Because a lookup message is forwarded to all neighbors
as long as the message carries enough tickets, the search
process roughly follows a tree structure with an average
degree of c. Therefore, most tickets are expected to be con-
sumed within logc(aX) < logcX + 1 hops.

Ticket-based flooding achieves the benefits of both TTL-
constrained flooding and limit-degree flooding. Like the
former, it minimizes the lookup delay by forwarding the
lookup message to all neighbors, which reduces the depth
of the flooding tree in each round. Like the latter, it reduces
the overhead increment in consecutive search rounds. More-
over, it makes the increment tunable by a system parameter a.

We will use simulations to demonstrate that a = 2
achieves a favorable tradeoff between the search overhead
and the search delay. a should not be chosen too small
because otherwise it may cause too many search rounds.

3.1.2. Phase two: segmented ring traversal

Ticket-based flooding becomes inefficient when the
number of tickets in a round is high enough to cause many
duplicate visits. When this happens, the algorithm switches
to Phase two, called segmented ring traversal, to distribute
the lookup message more efficiently.

To facilitate segmented ring traversal, we augment the
overlay network with an ‘‘unrestricted’’ non-DHT ring that
connects all nodes. Each node knows the next node on the
ring, called the successor. The unrestricted ring is funda-
mentally different from the DHT-based ring found in many
structured P2P networks. In the DHT-based ring, each
node has a specific location, which makes the maintenance
of the ring difficult when a new node joins the network. In
the unrestricted ring, a node can be anywhere in the ring.
The ring maintenance is trivial. As long as a new node x

knows another node z that is already in the ring, it informs
z to set x as the successor, and then it sets its own successor
to be z’s previous successor. To prevent the ring from being
broken after an abrupt node departure, each node should
also know a number of nodes after the successor down
the ring. It also knows the previous node on the ring, called
the predecessor. In the rare case that all those nodes depart
abruptly together, a broadcast is performed to identify the
nodes that do not have predecessors and successors so that
they can be connected to form a ring. In the description of
our algorithm, when we refer to the neighbors of a node,
we do not include the successor or the predecessor, which
is treated separately.

We call the nodes reached in the last round of phase one
as phase-one nodes. The operation of segmented ring tra-
versal is illustrated by the left plot of Fig. 3. Suppose the
source node s has three neighbors and nodes i, j, and l each
have two neighbors. In the last round of Phase one, the
message is delivered to nine nodes. The phase-one nodes
partition the ring into segments, which are called phase-

two segments. As illustrated in the right plot of Fig. 3, each
phase-one node is responsible for one phase-two segment.
It forwards the message to its successor, which further for-
wards the message to the successor’s successor,. . .,until the
message reaches a node that has already received the mes-
sage. The second phase avoids the intense collision that
happen at the final stage of flooding – most message for-
wardings at the last steps of flooding are made to nodes
that have received the message.

The pseudo code of Phase two can be found in Fig. 2.
When the ticket number t is larger than the threshold kn,
the source node sets the ticket number to be kn and the
flag f to be 1 (lines 12–13 in the lookup routine at the
source node). When a node x receives the message, if
f = 1, and the node has not forwarded message with sid

to its successor before, x performs Phase two by forwarding
the message along the successor links until reaching a node
that has received the message previously (lines 12–13 and
lines 14–15 in lookup routine at intermediate nodes).
3.1.3. Determining the threshold kn

To determine the threshold kn for transition from
Phase one to Phase two, we must know k and n. k is a
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system parameter that can be chosen, but n has to be mea-
sured. We use a random sampling approach to estimate n.
In the last round of Phase one, the source node makes a
number of special tickets. For each node that consumes a
special ticket, after its phase-two segment is traversed,
the length of the segment is sent back to the source. Such
information can be collected during the segment traversal
in Phase two. After the source receives the segment lengths,
it revises the estimation of n to be the sum of the lengths
divided by the number of special tickets and then multi-
plied by the total number of tickets. The new values of n

will be used to determine the threshold in the next query.
Each query message will carry the most up-to-date esti-

mation of n at the source if the calculation is performed
recently. A node will collect these values from all received
messages and update its own estimation. For example, it
may take the average of all received estimations in a recent
period.

We performed simulations which showed that the above
approach will quickly converge the estimated values of n

towards the real values if Phase two is performed regularly
in the network. On the other hand, when Phase two is
rarely performed, the problem of precisely determining
the threshold also becomes less important.

3.2. Optimizations

3.2.1. Timeout problem and random sampling solution

Timeout between search rounds (line 6 in the lookup
routine at the source node) may be a major contributor
to the search delay. Traditionally, the next round starts
after the previous round completes. The timeout period is
set large in order to accommodate the worst-case delay of
the previous round. However, the Internet delay follows
a long-tail distribution [33]. The delays of most Internet
paths are clustered in a relatively small range, but the
delays of a small portion of Internet paths are very large.
It is non-optimal when the timeout is set to be a long time
(e.g., 10 s) while the lookup message reaches most nodes of
a round in a short time (e.g., hundreds of milliseconds).
Can we intelligently start the next round at an earlier time
before timeout?

The observation is that we do not have to start the next
round strictly after the previous round completes. For
example, we may start the next round after the lookup mes-
sage reaches a percentage b (= 75% in this paper) of nodes
in the previous round. Because of the long-tail delay distri-
bution, it takes much less time to reach a majority (instead
of all) of nodes if we do not worry about the small number
of nodes that are distant in terms of delay. In order for a b
percentage to cover X nodes, the number of tickets issued
by TBS has to be at least 1

b X. Due to the discrete ticket
increment, the actual number of tickets issued will be up
to a 1

b X, a modest increase comparing with the prior num-
ber of aX.

How to estimate when the percentage of nodes that have
been searched reaches b? We propose a random sampling
solution. The idea is to make a small number of tickets spe-
cial. They are called sampling tickets. When a node receives
a lookup message for the first time, it consumes a ticket
randomly selected from the ticket pool carried by the mes-
sage. If it happens to consume a sampling ticket, the node
sends a notification to the lookup source. Suppose the
lookup source starts one round at time t0, and it receives
notifications for a b percentage of all sampling tickets
before time t1. If t1 is before timeout, the node starts the
next round immediately.

3.2.2. Overlapped search problem and moving anchor solution

Any search round in Phase one will revisit all nodes that
have been searched in the previous rounds. One optimiza-
tion is to start the rounds at different nodes. These nodes
are called anchors. The first anchor is the lookup source,
which chooses one of its neighbors as the anchor for the
second round. The source sends a lookup message to all
neighbors except the next anchor. The information about
the next anchor is carried in the lookup message. After
receiving the message, a node will not forward the message
to this anchor even if it is a neighbor. To start the next
round, the anchor is notified, which chooses one of its
neighbors as the anchor for the yet next round before send-
ing out the lookup message. The above process repeats
until the file is found. By using different anchors to start
the search rounds, the likelihood of overlapped search is
reduced.

4. An efficient broadcast algorithm

In this section, we propose a broadcast algorithm, called
ticket-based broadcast algorithm (TBA). An efficient
broadcast function in overlay networks can serve many
purposes. For instance, an administrator or a user may
be interested in learning the statistics of the overlay net-
work and how the network properties change over a period
of time. Providing a broadcast function is useful, but its
usage should be restricted based on a privilege-based or
incentive-based mechanism, which is beyond the scope of
this paper.

4.1. Ticket-based broadcast algorithm (TBA)

Recall that the nodes visited by the last round of Phase
one partition the ring into segments, and then in Phase two,
each of those nodes forwards the query message to its suc-
cessor recursively until the segment closest to the node is
totally covered. Obviously, the whole network can be
reached by the last round of Phase one combined with
Phase two. Thus, a broadcast algorithm can be derived
from the ticket-based search algorithm as follows: Instead
of going through multiple rounds before entering Phase
two, Phase one is changed to only include the last round,
where the ticket number is set be kn, i.e., t: = kn, and the
flag f is set to be 1. We call the resulting algorithm as
ticket-based broadcast algorithm (TBA).
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4.2. Analysis

We analyze the complexities of TBA. The hop complex-
ity is defined as the expected number of hops that a broad-
cast message travels from the broadcast source to an
arbitrary node. The communication complexity is the
expected number of times that a broadcast message is for-
warded in order to reach all nodes. A smaller hop complex-
ity means a more balanced delivery tree and a smaller
average delivery latency. A smaller communication com-
plexity means less network bandwidth consumed.

The proof of the following theorems and corollaries can
be found in the appendix. To make the problem tractable,
the analysis of hop complexity assumes that each node has
c neighbors and forwarding a message takes one unit of
time per hop. The general case where nodes have different
numbers of neighbors and varied link delays will be studied
by simulations.

Theorem 1 (Hop complexity). The expected number of hops

for a broadcast message to reach an arbitrary node is

bounded by
logcðknÞ þ 1

2 1� 1
c

� �
1� kc

c�1

� �
k

Corollary 1 (Hop complexity). If k ¼ H 1
logcn

� �
, then the

expected number of hops for a broadcast message to reach

an arbitrary node is O(logcn).

Theorem 2 (Communication complexity). The expected

number of times a broadcast message is forwarded before

reaching all nodes is bounded by 1þ k
1�k

� �
n.

Corollary 2 (Communication complexity). If k ¼ H 1
logcn

� �
,

then the expected number of times a broadcast message is for-

warded before reaching all nodes is bounded by nþ O n
logcn

� �
.

Based on the above analysis, when k ¼ H 1
logcn

� �
, TBA

achieves near optimal performance with hop complexity

O(logcn) and communication complexity nþ O n
logcn

� �
. In

order to pick k ¼ H 1
logcn

� �
, a node needs a rough knowledge

about the values of n and c. Both of them can be estimated
by the random sampling approach introduced in Section 3.1.

5. Simulation

In this section, we first use simulations to evaluate the
performance of the ticket-based search algorithm proposed
in Section 3, and then evaluate the performance of the
broadcast algorithm in Section 4.

5.1. Setup

A Gnutella-like overlay network is constructed among a
group of ultrapeer nodes. The default number of ultrapeer
nodes in the simulations is 50,000, but networks of different
sizes will also be studied. We assume the nodes come from
all over the Internet, rather than clustered in a few places.
In [33], Mukherjee found that the end-to-end packet delay
on the Internet can be modeled by a shifted Gamma distri-
bution, which is a long-tail distribution. The shape param-
eter varies from approximately 1.0 during low loads to 6.0
during high loads on the backbone. In this paper we set the
shape parameter to be 4.0 and the average packet delay for
one overlay link to be 100 ms, including the nodal process-
ing time.

The recent work [34] by Stutzbach and Rejaie showed
that the top-level node degree of an ultrapeer in Gnutella
does not follow the power-law distribution even though
that was claimed by some previous studies. Instead, the
node degrees concentrate in the range of 1–30, with a spike
at 30, which is the default maximum degree of the most
popular Gnutella implementation, LimeWire. We ignore
the less-significant tail distribution after 30, which is the
result of other less-popular Gnutella implementations.
For any value in the range [1..30], there are a significant
number of nodes having that degree. Since no mathemati-
cal model has been proposed to fit the observed degree
curve, in our simulations we choose a uniform degree dis-
tribution in the range [1..29] for two thirds of nodes and
approximate the spike at 30 by making one third of nodes
to have that degree. The average node degree is therefore
20. Beside the above default configuration, some simula-
tions will study networks with other average node degrees,
where the maximum degree is other than 30.

5.2. Evaluation of search performance

We implement four search algorithms: Ticket-based

search, TTL-constrained flooding, TTL-constrained lim-

ited-degree (LD) flooding, Random walk. Ticket-based
search combines ticket-based solution, random sampling
solution, and moving anchor solution in Section 3. By
default, k = 0.15, and a = 2 in the ticket-based solution,
but we will study how different a values will affect the
search performance. TTL-constrained flooding, or simply
TTL flooding, is the algorithm used in Gnutella. TTL-con-
strained limited-degree (LD) flooding, or simply TTL LD-d

flooding, forwards a received lookup message to only a
fixed number d of randomly selected neighbors. The
parameters for random walk are the same as in [35]. The
source node sends 32 probes, each of which follows a ran-
dom path and queries the source node after every four hops
until the file is found.

The timeout between consecutive rounds of TTL flooding
can dramatically increase the search time. The experiments
in [24] showed that, for Gnutella lookups that return 10 or
fewer results (which means the searched files are rare items
with only a small number of replications), 50 s on average
elapsed before the first result came back. In Fig. 4, our sim-
ulation demonstrates the same problem. The search times of
TTL flooding become very large if the timeout period is
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large. Random walk does not use timeout. Ticket-based
search avoids timeout by random sampling solution, which
significantly reduces the search time. To make a sensible
comparison in the rest of the simulations, we implement ran-
dom sampling solution for TTL flooding and TTL LD
flooding as well. Without specifying otherwise, the default
number of replications of the searched file is 25.

The performance metrics that we use to evaluate the
search algorithms include (1) search overhead, which is
measured by the average number of times that a lookup
message is forwarded before the file is located, and (2)
search time, which is measured by the average time that
elapses before the file is located.

We compare the performance of the four search algo-
rithms. The results show that the ticket-based search algo-
rithm achieves a favorable tradeoff between search
overhead and search time.
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5.2.1. Performance w.r.t m
Figs. 5 and 6 compare the algorithms in terms of search

overhead and search time, with respect to the number m

of replications of the searched file. m ranges from 5 to
100. TTL flooding is the worst in terms of search overhead
but the best (after random sampling solution is imple-
mented) in terms of search time. Random walk is the best
in terms of search overhead but the worst in terms of search
time when m is small. However, the search time of random
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Fig. 5. Search overhead with respect to m.
walk reduces quickly when m is large. TTL flooding is too
high in search overhead; random walk is too high in search
time for small m. Ticket-based search and TTL LD-2 flood-
ing make tradeoff between the two extremes, but the former
is far better than the latter in terms of search time. We do
not plot the performance of TTL LD-d flooding for other
d values. Their performances lay between TTL LD-2 flood-
ing and TTL flooding. When d increases, the search over-
head becomes larger and the search time becomes smaller.

5.2.2. Performance w.r.t n

Figs. 7 and 8 compare the algorithms in terms of search
overhead and search time with respect to the number n

of nodes in the network. The search overhead of TTL
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flooding grows much faster than other algorithms when n

increases. On the other hand, the search time of random
walk grows much faster than other algorithms. Again the
ticket-based search algorithm makes a favorable tradeoff,
with both modest search overhead and modest search time
when comparing with the best values.
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5.2.3. Performance w.r.t node degree

Figs. 9 and 10 compare the algorithms with respect to
the average node degree in the network. The algorithms
are largely insensitive to the change of node degree, except
that the overhead of TTL flooding generally grows at a sig-
nificant rate. That is because larger node degree means lar-
ger discrete steps in overhead increment, which tends to
cause larger mean overhead as explained in Section 3.
However, the overhead of TTL flooding stays about the same
for the node degrees between 15 and 21. That is because the
reduced search depth (maximum TTL needed) fully compen-
sates the increased search width (node degree) in this range.
5.2.4. Impact of a
We show the impact of a on the performance of ticket-

based search in Figs. 11 and 12. Recall that a is the rate at
which the number of tickets increases in consecutive search
rounds. A larger a value means coarser discrete steps in
overhead increment, which results in larger average search
overhead, but smaller search time because the algorithm
reaches a certain number (X) of nodes in a less number
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of search rounds. We pick a = 2 in all other simulations
because it seems to make a reasonable balance between
search overhead and search time.
5.3. Evaluation of broadcast performance

We also implement four broadcast algorithms: ticket-

based broadcast, flooding, probabilistic flooding, and lim-

ited-degree (LD) flooding. Ticket-based broadcast is what
we proposed in Section 4. Flooding is one of the most pop-
ular broadcast algorithms on the IP networks; reverse path
forwarding is one example. In our case, each node forwards
a copy of a message to all neighbors when it receive the
message for the first time. In order to control the overhead,
probabilistic flooding forwards a copy of the message to
each neighbor with a certain probability, which means the
message is not forwarded to all neighbors unless the probabil-
ity is one. On the other hand, LD flooding forwards a copy of
the message to only a fixed number of neighbors.

The performance metrics that we use to evaluate the
broadcast algorithms include (1) broadcast overhead, which
is measured by the number of times that a broadcast mes-
sage is forwarded, and (2) number of nodes reached. Not all
algorithms under comparison can reach every node in the
network.

In Figs. 13 and 14, we compare the performance of the
four broadcast algorithms in terms of broadcast overhead
and number of nodes reached, respectively. In ticket-based
broadcast,k = 0.25. In probabilistic flooding, the probability
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for a node to forward a message to a neighbor is 30%. In LD
flooding, each node forwards a message to two neighbors.

Fig. 13 shows that ticket-based broadcast has the least
overhead, and flooding has the highest. The overheads of
flooding and probabilistic flooding grow quickly when
the node degree increases. Ticket-based broadcast has
smaller overhead because its segmented ring traversal
avoids the heavy collision (duplicate visits) that would hap-
pen in the final stage of flooding.

One important thing to be pointed out is that probabi-
listic flooding and LD flooding cannot guarantee to reach
every node because they traverse the graph without using
all available (directed) links. As shown in Fig. 14, LD
flooding can only reach less than 80% of all nodes, and
probabilistic flooding reaches more nodes when the aver-
age node degree is larger. These two algorithms cannot
be used if the application requires that a broadcast message
must reach all nodes.

We show the impact of k on the performance of ticket-
based broadcast in Figs. 15 and 16. Recall that kn is the ini-
tial number of tickets used in Phase one. The broadcast
overhead increases linearly with k, agreeing with Theorem
2. The broadcast latency decreases non-linearly with k.
Therefore, to make a favor tradeoff, k should not be too
large. A value in the range of [0.2..0.4] is appropriate.

6. Conclusion

We identify a number of performance problems in the
search algorithms of the current unstructured P2P net-
works, and propose a new ticket-based search algorithm
to solve these problems. The new algorithm can efficiently
search both popular and unpopular files without knowing
which files are popular and which are not. The algorithm
can also be modified for efficient broadcasting. We use sim-
ulations to evaluate the performance of the new techniques,
in comparison with the existing ones.
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Appendix A. Proof

Let kn be the number of tickets used in Phase one, T be
the number of nodes visited in this phase, called phase-one

nodes, Qi be the number of nodes that are i or less hops
away from the lookup source, and qi be the number of
nodes that are exactly i hops away.

Lemma 1. The number of hops a broadcast message travels

from the source to any phase-one node is bounded by logc(kn).
Proof. Consider an arbitrary phase-one node x. Let l be
the number of hops the message travels from the source
to x. At each hop, the number of tickets carried by the mes-
sage is consumed by one and then split to a fraction of 1

c.
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Specifically, at the first hop, the number of tickets carried
in the message sent by the source is no more than Økn/cø.
At the second hop, the number of tickets in the message is
no more than Ø(Økn/c ø � 1)/cø . . . When x receives the mes-
sage, the number of tickets must be at least one. Therefore,

ðd. . . dðdkn=ce � 1Þ=ce . . .e � 1Þ=c P 1
kn
cl P 1

l 6 logcn �

Lemma 2

Qi 6

Xi

j¼0

cj

Proof. The number of nodes that are i hops away is
bounded by the total number of neighbors from nodes that
are i � 1 hops away.

qi 6 qi�1c

Recursively applying the above inequality, we have

qi 6 q0ci ¼ ci

Hence,

Qi ¼
Xi

j¼0

qi 6

Xi

j¼0

cj
�

Lemma 3

EðT Þ > 1� k
c

c� 1

� �2
� �

kn

Proof. At the ith hop of Phase one, copies of the message
are forwarded from nodes (i � 1)-hops away to their neigh-
bors. When a copy reaches the receiver, in worst case, there
are no more than Qi nodes in the network that have
received the message. The probability for the copy to reach
a node that has received the message is3

pðiÞ 6 Qi � 1

n� 1

<

Pi
j¼0ci

n

The total number of tickets carried in all copies of the mes-
sage is bounded by kn. Let di be the number of tickets that
are dropped at the ith hop.

EðdiÞ 6 pðiÞkn < k
Xi

j¼0

ci

By Lemma 1, the maximum number of hops a message
travels is bounded by logc(kn). Let D be the total number
of dropped tickets during the broadcast of a message.
3 ‘‘Minus one’’ is because the sender will not send the copy to itself.
EðDÞ ¼ E
XlogcðknÞ

i¼0

di

 !
< k

XlogcðknÞ

i¼0

Xi

j¼0

ci <
c

c� 1

� �2

k2n

Each ticket that is not dropped must be consumed by a
phase-one node. Therefore,

T ¼ kn� D

EðT Þ ¼ kn� EðDÞ

> kn� c
c� 1

� �2

k2n

¼ 1� k
c

c� 1

� �2
� �

kn �

Theorem 1 (Hop complexity). The expected number of hops

for a multicast message to reach any node is bounded by
logcðknÞ þ 1

2 1� k c
c�1

� �2
� �

k

Proof. By Lemma 1, Phase one terminates in no more than

logc(kn) hops. By Lemma 3, after Phase one, the ring is

partitioned into more than 1� k c
c�1

� �2
� �

kn segments.

Phase two delivers the message in parallel along these
segments. The expected length of a segment is bounded by

n

1� k c
c�1

� �2
� �

kn
¼ 1

1� k c
c�1

� �2
� �

k

In Phase two, the average number of hops for the message
to reach a node is half of the segment length. Combining
Phase one and Phase two, the expected number of hops
for a multicast message to reach any node is bounded by

logcðknÞ þ 1

2 1� k c
c�1

� �2
� �

k
�

Corollary 1 (Hop complexity). If k ¼ Hð 1
logcnÞ and c P 2,

then the expected number of hops for a multicast message

to reach any node is O(logcn).

Proof. By Theorem 1, the upper bound on the expected
number of hops is

logcðknÞ þ 1

2 1�k c
c�1ð Þ

2
� �

k

¼ ðlogcn�HðlogclogcnÞÞ þ 1

2 1�H 1
logcn

� �
c

c�1ð Þ
2

� �
H 1

logcn

� �
¼ HðlogcnÞ þ 1

H 1
logcn

� �
¼ HðlogcnÞ þHðlogcnÞ ¼ HðlogcnÞ �

Theorem 2 (Communication complexity). The expected

number of copies of a multicast message that are transmitted

is bounded by (1 + k)n.
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Proof. In Phase one, each copy of the message for-
warded from one node to another causes at least one
ticket to be either consumed or dropped. Therefore, the
number of copies forwarded in Phase one is bounded
by the number of tickets, which is kn. Phase two sends
no more than n messages. Therefore the expected num-
ber of copies that are transmitted for a multicast message
is (1 + k)n. h

Corollary 2 (Communication complexity). If k ¼ H 1
logcn

� �
,

then the expected number of copies of a multicast message

that are transmitted is bounded by nþ O n
logcn

� �
.

Proof. Directly from Theorem 2. h
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