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1 IntroductionIn traditional connectionless networks, data packets of a session (ow) may follow di�erent routesto their destination node and network resources are e�ectively shared by packets from di�erentsessions. However, this architecture does not meet the requirements of the future integrated-service networks. First, it does not support resource reservation which is vital for the provisionof guaranteed quality of service (QoS). Second, data packets may experience unpredictable delayand arrive at the destination out of order which is undesirable for continuous real-time mediasuch as audio and video. Hence, the next generation of high-speed wide-area networks will beconnection-oriented. Extensive research and experiments have been done with the ATM technology[2, 5, 8, 10, 18].The integrated services provided by connection-oriented high-speed networks such as ATMnetworks can be categorized into two broad classes. The �rst class provides QoS services. Forexample, in the ATM context, the CBR (constant bit rate) service can be used for transmittingreal-time digitized voice and the VBR (variable bit rate) service can be used for transmitting real-time video which may be bursty at times. The second class provides best-e�ort services, e.g. theUBR (unspeci�ed bit rate) and ABR (available bit rate) 1 services in ATM networks.For the QoS services, resources (bu�er space, processor time and link bandwidth) must beexplicitly or implicitly reserved at each switch on the route of a ow in order to deliver data at therequired throughput, or with a bounded end-to-end delay (delay variance), or both. Hence, theow admission control and resource reservation are important for providing a sustainable qualityto each ow accepted by the system [9, 21]. In this paper, we will not consider the QoS servicesand their implication on routing [19, 20].On the other hand, for the best-e�ort services, resources are not reserved but shared amongall ows in the network. The essential issues become fairness, e�ective resource utilization, overallthroughput and average end-to-end delay, which are often conicting measurements. The maxminfair resource allocation was proposed as a ow/congestion control mechanism, which distributes thenetwork bandwidth fairly among all competing ows [7]. It improves the throughput by a greedystrategy which assigns as much bandwidth to ows as the link capacity allows. It also provides agood delay-throughput tradeo� [7]. Charny et al. used the maxmin approach for the congestioncontrol in ATM networks with explicit rate indication [6]. Ma et al. discussed the routing problemfor high-bandwidth tra�c in maxmin networks and aimed to improve the overall throughput [14].1In the ABR service, a minimum bandwidth is speci�ed, which provides the minimal QoS to the ow. However,above the minimum bandwidth, it is essentially best-e�ort.2



Lu et al. studied the rate adaptation in mobile computing environments by using a weightedmaxmin fair allocation [12].This paper presents two contributions in the area of managing best-e�ort data ows by themaxmin fair bandwidth allocation. The �rst contribution is a further theoretical study. In contrastto Ja�e's objective function approach,2 we de�ne a new set of fairness-throughput relational op-erators on the set of feasible resource allocations and show that the maxmin allocation maximizesthe fairness-throughput performance measured by the new operators. The second contribution isto extend the concept of maxmin from the domain of ow/congestion control to the domain ofrouting. We propose a maxmin fair routing algorithm which selects the best route for a new owsuch that the fairness-throughput performance of the maxmin fair allocation is maximized afterthe new ow joins in. Since the proposed maxmin routing algorithm requires the knowledge ofthe routes of all existing ows, it is impractical for networks whose states are changing frequentlyas ows join and leave the networks. We thus present an approximation algorithm which is muchsimpler and does not require the information about individual ows. Furthermore, we augment thedistributed bandwidth allocation algorithm proposed by Anna Charny et al [6] to provide the linkstate information needed by our approximation algorithm.To the best of our knowledge, the only related work was done by Ma et al [14]. The routingalgorithms in both [14] and this paper assume the network bandwidth is always assigned to theows by the maxmin fair allocation. However, they try to optimize di�erent performace metrics.Ma's algorithms use throughput as the only performacne metric and do not consider fairness at therouting level. In contrast, our routing algorithms optimize the fairness-throughput performance,the metric coming directly from the maxmin fair allocation itself, which are not optimized by Ma'salgorithms.The rest of the paper is organized as follows. The network and ow model is given in Section2. The maxmin fair bandwidth allocation is briey reviewed and an optimization property is givenin Section 3. We de�ne the problem of maxmin routing in Section 4 and propose an algorithm tosolve the problem. An approximation algorithm and a dynamic bandwidth allocation protocol arediscussed in Section 5 and Section 6, respectively. Finally, Section 7 draws the conclusion.2Ja�e showed that the maxmin allocation minimized the de�ned performance objective function, which is givenin Lemma 2 with some modi�cation and di�erent notations.3



hN;Ei the set N of nodes and the set E of links inthe networkF the set of ows in the networkF (l) the set of ows through the link l, F (l) � FL(f) the set of links on the route of the ow flb the bottleneck linkc(l) the capacity of the link lB a feasible bandwidth allocationBm the maxmin bandwidth allocationTable 1: Notations2 Network and Flow ModelA network is modeled as a graph hN;Ei, where N is a set of nodes which are fully connected bya set E of full-duplex, directed communication links. Each link l has a bandwidth capacity c(l).Let F be the set of ows in the network. We study the connected-oriented network where eachow has a �xed source (destination) and is assigned a �xed route through which all packets ofthat ow are transmitted in FIFO order [6, 7, 11]. We consider best-e�ort ows in this paper. Byassuming the ow source has su�cient data and processing power and the network is always thebottleneck, a best-e�ort ow transmits data packets at the highest bandwidth the network supports[14]. Examples are connections for transmitting �les, browsing web pages, or retrieving databaseinformation. For a ow f 2 F , the set of links on its route is denoted as L(f). The set of owsthrough a link l is denoted as F (l). Other notations will be introduced when needed. Table 1 givesa quick reference to the notations used in this paper.3 Maxmin Bandwidth AllocationThe maxmin fair bandwidth allocation 3 is �rst briey reviewed and then an important optimizationproperty is given by Theorem 1. The optimization property will be extended to the maxmin fairrouting in Section 4. 43Readers are referred to [6, 7] for more details.4The maxmin fair routing is a new problem de�ned and solved in this paper, which is di�erent from the maxminfair allocation studied in the referred papers. Their di�erence will be detailed in Section 4.4



3.1 A brief reviewThe maxmin allocation was �rst proposed by Ja�e [7] as a ow control technique which distributesthe network bandwidth fairly among the best-e�ort ows. Much further research [1, 3, 4, 6, 15] hasbeen done since then. It has been accepted by the ATM Forum as one of the tra�c managementapproaches for the ABR service.Its name comes from the fact that the maxmin allocation always maximizes the bandwidthallocated to those ows that receive the minimum bandwidth among all ows. Two basic propertiesare:1. Fairness property: At each link l, every ow f 2 F (l) is allocated an equal share of the linkcapacity. However, if f receives a lower bandwidth at another link on its route, the bandwidthof f is allocated according to the bandwidth allocation at the bottleneck link on its route.2. Maximum throughput property: The entire capacity of a link l must be allocated to the owsin F (l) unless every ow f in F (l) has a bottleneck link elsewhere on its route which limitsthe maximum bandwidth f can receive.The maxmin bandwidth of each ow is determined by the bottleneck link on its route. A globalbottleneck based algorithm which assigns the maxmin bandwidth to each ow was described in[6, 14] and is repeated below. A distributed algorithm was given in [7].A global bottleneck link lb is de�ned as the link which has the smallest bandwidth per ow,c(lb)jF (lb)j . Since lb is the most congested link in the network, it is the bottleneck link for each owf 2 F (lb). We allocate an equal share of the link capacity of lb, i.e. c(lb)jF (lb)j , to each f . Then allows in F (lb) are removed from the network. The link capacities are reduced by the bandwidthconsumed by the removed ows: For each f 2 F (lb), the capacity of every link on the route off is reduced by c(lb)jF (lb)j . After that, the above procedure is repeated until every ow is assigned abandwidth and removed from the network.3.2 Fairness-throughput optimalityWe formalize an important property for the maxmin allocation. A feasible bandwidth allocationB : F ! R+ is a function which satis�es the following condition8l 2 E; �f2F (l)B(f) � c(l)5
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Theorem 1 Bm(F ) � B(F ), for any feasible allocation B.4 Maxmin RoutingIn this section, the optimization property of the maxmin bandwidth allocation illustrated in The-orem 1 is extended from the domain of ow control to the domain of routing. We �rst de�ne theconcept of maxmin routing.4.1 De�nition of maxmin routingLet GhN;Ei be a network where bandwidth is alway allocated to ows by maxmin. Let F bethe set of existing ows, each of which has a �xed route. Consider a new ow f0. The task ofrouting is to assign a route r to f0. Each di�erent route for f0 results in a di�erent maxminbandwidth allocation Bm;r on F Sff0g. The purpose of maxmin routing is to �nd a route r suchthat Bm;r(F Sff0g) � Bm;r0(F Sff0g), for any feasible route r0 of f0.The maxmin routing is a new problem which is di�erent from the maxmin allocation studiedby the previous publications. The problem solved by the latter is as follows: given a network anda set of ows with �xed routes, how to assign the network bandwidth to the ows such that thenetwork performance is optimized. The maxmin routing, however, assumes the network bandwidthis assigned based on the maxmin allocation. It then introduces another dimension, new ows. Theproblem to be solved is how to assign routes to new ows such that the performance of the maxminallocation can be maximized.4.2 A maxmin routing algorithmWe propose a maxmin routing algorithm. The algorithm �rst adds f0 to every link in the network6 and then iteratively removes f0 from the links with the minimum bandwidth per ow until theroute for f0 is found. By removing f0 from the links with the minimum bandwidth per ow,the algorithm e�ectively routes f0 around the most congested links and therefore maximizes thebandwidth allocated to the congested ows, which equals maximizing the low end of Bm;r and thusequals maximizing Bm;r because the low end of Bm;r is of more signi�cance by de�nition.The algorithm below consists of two phases. In the �rst phase, the bottleneck link of f0 isfound, which determines the maxmin bandwidth for f0; in the second phase, the algorithm �nds6Note that we are not adding the ow to the links of the real network but to the data structure representing thenetwork at a node doing the source routing. 7



the rest of the route which maximizes Bm;r. We mark links either green or red. Green links arecandidates to form a route for f0; red links are either not on any paths from the source to thedestination or considered to be congested and thus rejected by the algorithm. A path consistingof only green links is called a green path. When we say \remove a ow f from the network", wemean, 8l 2 L(f); F (l) = F (l) � ffg and c(l) = c(l) � Bm;r(f), where Bm;r(f) is the bandwidthassigned to the ow by the algorithm. When we say the source (destination), we mean the source(destination) of f0. The �rst phase of the algorithm is as follows.1. For every link l that is on a path from the source to the destination, add f0 to F (l) and markl as a green link. Mark other links red.2. Find the global bottleneck link lb which has the smallest bandwidth per ow, c(lb)jF (lb)j .(a) If lb is a red link, 7 theni. assign bandwidth c(lb)jF (lb)j to every ow in F (lb),ii. remove all ows in F (lb) as well as link lb from the network, andiii. repeat Step 2.(b) If lb is a green link and not all green paths from the source to the destination pass lb,theni. remove f0 from F (lb),ii. mark lb as a red link, andiii. repeat Step 2.(c) If lb is a green link and all green paths from the source to the destination pass lb, theni. lb is the bottleneck link for f0, and will be denoted as l0 in the second phase,ii. assign bandwidth c(lb)jF (lb)j to every ow in F (lb) including f0,iii. remove all ows in F (lb) except f0 from the network, 8 andiv. go to the second phase of the algorithm.Let l0 be the bottleneck link of f0, which is found at Step 2(c) in the �rst phase. Let Bm;r(f0) bethe bandwidth assigned to f0. The second phase is to �nd the rest links which together with l0 willform a route for f0. It has the same control structure as the �rst phase except the subtle di�erencesin the calculation of the global bottleneck and the treatment of f0. The �rst phase focuses on �nding7By the construction of the algorithm, f0 62 F (lb) if lb is a red link; f0 2 F (lb) if lb is a green link.8We can not remove f0 from the network because the route of f0, i.e. L(f0), is unkown.8



the bottleneck link l0 and determining Bm;r(f0) whereas the second phase focuses on �nding therest of the route. Their conceptual di�erences make us decide to separate them, which also seemsto make the algorithm more understandable. When the second phase terminates, L(f0) containsthe links which form the route for f0.1. L(f0) = fl0g.2. Among the links in E � L(f0), �nd the global bottleneck link lb which has the smallestbandwidth per ow. The bandwidth per ow of a link l 2 E � L(f0) is calculated byc(l)�Bm;r(f0)jF (l)j�1 if l is a green link or c(lb)jF (lb)j if l is a red link.(a) If lb is a red link, theni. assign bandwidth c(lb)jF (lb)j to every ow in F (lb),ii. remove all ows in F (lb) as well as link lb from the network,iii. repeat Step 2.(b) If lb is a green link and not all green paths from the source to the destination pass lb,theni. remove f0 from F (lb),ii. mark lb as a red link, andiii. repeat Step 2.(c) If lb is a green link and all green paths from the source to the destination pass lb, theni. L(f0) = L(f0)Sflbg,ii. assign bandwidth c(lb)�Bm;r(f0)jF (lb)j�1 to every ow in F (lb) except f0,iii. remove all ows in F (lb) except f0 from the network, andiv. terminate if the links in L(f0) form a path from the source to the destination, orrepeat Step 2 otherwise.4.3 An exampleThe algorithm is stepped through by using an example in Figure 3. The initial network state isgiven by Figure 2 (a) as c(l1) = 15, c(l2) = 8, c(l3) = 30, c(l4) = 5, c(l5) = 15, and F = ff1; f2; f3g.We want to assign a route to a new ow, f0, whose source and destination are s and t, respectively.In the execution of the algorithm, we only consider those links l with non-empty F (l).9
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Figure 2: (a) The initial network state: c(l1) = 15, c(l2) = 8, c(l3) = 30, c(l4) = 5, c(l5) = 15, andF = ff1; f2; f3g. The route of each ow is shown in the �gure. (b) The network state after f3 isremoved. (c) The network state after f2 is removed. (d) The network state after f1 is removed.The route for f0 is found, which is fl1; l5g.At the �rst iteration of the �rst phase (Figure 3 (a)), l2 is identi�ed as the global bottleneckand marked red. At the second iteration, l4 becomes the global bottleneck and a bandwidth of 5 isassigned to f3, which is then removed from the network. The new network state is shown in Figure2 (b). At the third iteration, l5 is the global bottleneck. Since l5 is on every green path from s tot, it must be on the route to be assigned to f0. Hence, l5 is identi�ed as the bottleneck link of f0.According to the algorithm, f0 and f2 receives an equal share of the link capacity of l5, which is 5.Then, we proceed into the second phase.At the �rst iteration of the second phase (Figure 3 (d)), l2 is the global bottleneck, and abandwidth of 8 is assigned to f1. Notice that the average bandwidth per ow (bpf) of l1 is in�nite.That is because F (l1) = ff0g. See the algorithm for how to calculate the bpf of a green link. Atthe second iteration, since there is a green path fl1; l5g which does not pass l3, l3 is marked red.At the last iteration, l1 is added into L(f0) to form a route for f0.The resulting route is r = L(f0) = fl1; l5g, which leads to a maxmin allocationBm;r(F Sff0g) =(5; 5; 5; 8). Consider the other feasible route r0 = fl2; l3; l5g, whose maxmin allocation is Bm;r0(f0) =4, Bm;r0(f1) = 4, Bm;r0(f2) = 6, Bm;r0(f3) = 5, and thus Bm;r0(F Sff0g) = (4; 4; 5; 6). We haveBm;r(F Sff0g) > Bm;r0(F Sff0g). 10
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routes of all ows will be excessively high. Many routing algorithms [14, 17, 20] rely on the stateinformation of the links in the network, instead of that of the ows. The state of the links can becollected and maintained at each node by the link-state algorithm [16], which has been implementedon many internetworks. In the following, we approximate the proposed maxmin routing algorithmby using a new state de�ned on each link.Each link l monitors the actual data rate r(f) of every ow f 2 F (l).9 By using the dynamicbandwidth allocation discussed in the next section, the actual data rate of a ow will approximatethe expected maxmin bandwidth. The link l keeps track of the set Fb(l) of ows whose bottlenecklinks are l. How to maintain Fb(l) is also discussed in the next section. Note that, according to themaxmin allocation, the rates of ows in Fb(l) are higher than those of ows in F (l)� Fb(l) whosebottleneck links are elsewhere on their routes other than l [3]. A new state r(l) is de�ned for l.r(l) = maxfc(l)� �f2F�Fb(l)r(f)jFb(l)j+ 1 ; c(l)jF (b)j+ 1gIf a new ow f0 is routed through l and l is the bottleneck link of f0, r(l) is an approximation ofthe bandwidth allocated to every ow in Fb(l)Sff0g.At every node in the network, the link state algorithm collects all r(l); l 2 E. When a newow f0 arrives, a source routing is done by using the Dijkstra's algorithm to �nd a path p whichmaximizes the smallest r(l) on the path, i.e. to maximize minl2p fr(l)g. If there are multiple suchpaths, choose one which maximizes the second smallest r(l), and so on. This procedure continuesuntil a single path is found or a pre-determined maximum allowable length has been reached.6 Distributed Dynamic Bandwidth AllocationThe bandwidth allocated to a ow changes as other ows join and leave the network dynamically.The source of a ow must adjust its data rate according to the network dynamics. The dynamicbandwidth allocation is used to adjust on the y the bandwidths of all ows and inform the sourcesto change their data rates accordingly. The design requirement of dynamic bandwidth allocationis that, given any initial state, it must be able to converge to the maxmin allocation in �nite timeif there is no further arrival of new ows and no further leave of existing ows. Anna Charny et al[6] proposed a distributed algorithm which ful�lls such a requirement. We modify the algorithm inorder to maintain Fb(l) and r(l) at each link l and therefore provide the information needed by the9Note that the monitoring as well as other link operations is in fact done by the node in charge of the link.12



approximation algorithm in Section 5. The value r(l) will be sent to each router in the network bythe link-state algorithm for the purpose of maxmin routing.1. The source of each ow f sends out forward control messages, RM cells in the ATM context,along its route periodically to determine the expected maxmin bandwidth. The rate of controlmessages should be bounded by certain low percentage of the average data rate.2. When a link receives a forward control message, it assigns bandwidth c(l)� �f2F�Fb(l)r(f)jFb(l)j to themessage 10 and forwards the message to the next hop on its route. By traversing every linkon its route, the forward control message keeps the smallest assigned bandwidth, and the linkwhich assigns such a bandwidth is also kept as the bottleneck link.3. When the destination receives a forward control message, it turns the message around as abackward control message which traverses back along the route to the source.4. When a link receives a backward control messages, it checks whether it is the bottleneck linkfor this ow. If it is, Fb(l) = Fb(l) + ffg; otherwise, Fb(l) = Fb(l)� ffg. r(l) is recomputedwhen necessary.5. When the source receives a backward control message, it adjusts the data rate according tothe smallest assigned bandwidth carried back by the message. 117 ConclusionIn connection-oriented networks, one of the most challenging problems is how to share the resourcesfairly among the competing ows and at the mean time maximize the throughput. Fairness andthroughput, however, are often conicting measurements. By making a tradeo� between them, wede�ned the fairness-throughput relation on the set of feasible bandwidth allocations and showedthat among them the maxmin fair allocation has the optimal fairness-throughput performance.We then used the same fairness-throughput relation as a performance measurement for routingand proposed a maxmin fair routing algorithm which assigns the best route to a new ow suchthat the performance of the maxmin fair allocation can be maximized after the new ow joinsin. The route assignment consists of two phases. During the �rst phase, the algorithm �nds the10In the above formula, we ignore the bandwidth consumed by the control messages for the purpose of simplicity.Readers are referred to [6], where the tra�c volume of control messages are considered.11If the assigned bandwidth is much greater than the current data rate, the source may choose to increase the datarate gradually in order to avoid oscillation or temporary overloading of the bottleneck link.13
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Appendix: The proof of Theorem 1See Table 1 for the explanation of the notations.Lemma 1 For any f 2 F , there must exist a saturated link in L(f), i.e.9l 2 L(f); �f2F (l)Bm(f) = c(l)Proof: This is due to the maximum throughput property (Page 5). The maxmin allocation alwaystries to increase the bandwidth of a ow until at least one link (bottleneck) on its route is saturated.2Lemma 2 Consider the objective function Y (B) de�ned on the set of feasible allocations B.Y (B) = �f2F ����B(f)� minl2L(f)f maxf 02F (l)B(f 0)g����Then, (1) the maxmin allocation Bm minimizes the above objective function and (2) Y (Bm) = 0.Proof: A proof was given by Ja�e in [7]. 12 2Lemma 3 For any f 2 F , there exists a saturated link l 2 L(f) such that Bm(f) = maxf 02F (l)Bm(f 0).Proof: Since Y (Bm) = 0 by Lemma 2, we haveBm(f) = minl2L(f)f maxf 02F (l)Bm(f 0)g (1)and therefore there exists l 2 L(f) such thatBm(f) = maxf 02F (l)Bm(f 0) (2)Let 
 be the set of links in L(f) which satisfy (2). By (1) and the de�nition of 
,8l 2 L(f)� 
; Bm(f) < maxf 02F (l)B(f 0)However, the fairness property (Page 5) requires that f should receive an equal share of bandwidthwhich is as large as any other ow on the link l 2 L(f)�
 can receive and thus must be maxf 02F (l)B(f 0),12Note that the notations as well as the presentation here are di�erent from those in [7]16



unless f has a bottleneck link elsewhere on its route. That means 
 must contain a bottlenecklink which prevents Bm from assigning a higher bandwidth to f . The immediate result is thatthere must be a saturated link in 
 because otherwise the maximum throughput property (Page5) requires a higher bandwidth to be allocated to f on the links in 
. 2Theorem 1 Bm(F ) � B(F ), for any feasible allocation B.Proof: We prove it by induction on the number of ows in the network. A base case is �rst proved.For any network topology hN;Ei and an arbitrary capacity function c : E ! R+, consider a singleow f , i.e. F = ffg. By Lemma 1, there must be a saturated link in L(f). The saturated link mustbe the one with the smallest capacity and hence Bm(f) = minl2L(f)c(l). For any feasible allocation B,B(f) � minl2L(f)c(l) by de�nition. Hence, Bm(f) � B(f).Assume that Bm(F ) � B(F ) is true for any hN;Ei and c : E ! R+ with jF j < k. We provethe case where jF j = k. Let lb be the global bottleneck link such thatc(lb)jF (lb)j = minl2E c(l)jF (l)jThe maxmin allocation assigns an equal share of c(lb) to every ow in F (lb) so that,8f 2 F (lb); Bm(f) = c(lb)jF (lb)jWe now show that, 8f 2 F � F (lb); Bm(f) � c(lb)jF (lb)jBy Lemma 3, there exists a saturated link l 2 L(f) such that Bm(f) = maxf 02F (l)B(f 0). Since l issaturated, �f 02F (l)Bm(f 0) = c(l). Hence,Bm(f) = maxf 02F (l)B(f 0) � �f 02F (l)Bm(f 0)jF (l)j = c(l)jF (l)j � c(lb)jF (lb)jTherefore, Bm(F ) = Bm(F (lb)) + Bm(F � F (lb)), where + is the concatenation of two lists.Let B be an arbitrary feasible bandwidth allocation. Consider two cases.1. Case 1: 9f 2 F;B(f) < c(lb)jF (lb)j . We have Bm(F ) > B(F ) because the smallest element inBm(F ) is c(lb)jF (lb)j , which is greater than the smallest one in B(F ).2. Case 2: 8f 2 F;B(f) � c(lb)jF (lb)j . Since �f2F (lb)B(f) � c(lb), we have 8f 2 F (lb); B(f) = c(lb)jF (lb)j .Hence, B(F ) = B(F (lb)) +B(F � F (lb)). Bm(F (lb)) = B(F (lb)) since they are identical. By17



the induction hypothesis, Bm(F � F (lb)) � B(F � F (lb)), for a network where the ows inF (lb) are removed and the capacities of the links are reduced as follows: for every f 2 F (lb),the capacity on every link l 2 L(f) is reduced by c(lb)jF (lb)j .Hence, we have Bm(F ) � B(F ) by synthesizing the above results(a) Bm(F ) = Bm(F (lb)) +Bm(F � F (lb)),(b) B(F ) = B(F (lb)) +B(F � F (lb)),(c) Bm(F (lb)) = B(F (lb)), and(d) Bm(F � F (lb)) � B(F � F (lb)).Therefore, the theorem holds. 2
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