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Abstract—We demonstrate that CSMA/CA networks, including IEEE 802.11 networks, exhibit severe fairness problem in many scenarios, where some hosts obtain most of the channel’s bandwidth while others starve. Most existing solutions require nodes to overhear transmissions made by contending nodes and, based on the overheard information, adjust local rates to achieve fairness among all contending links. Their underlying assumption is that transmissions made by contending nodes can be overheard. However, this assumption holds only when the transmission range is equal to the interference range, which is not true in reality. As our study reveals, the overhearing-based solutions, as well as several nonoverhearing AIMD solutions, cannot achieve MAC-layer fairness in various settings. We propose a new rate control protocol, called Proportional Increase Synchronized multiplicative Decrease (PISD). Without relying on overhearing, it provides fairness in CSMA/CA networks, particularly IEEE 802.11 networks, by using only local information and performing localized operations. It combines several novel rate control mechanisms, including synchronized multiplicative decrease, proportional increase, and background transmission. We prove that PISD converges and achieves (weighted) fairness. We further introduce Queue Spreading (QS) to achieve MAC-layer fairness when there are multiple contention groups, in which case PISD will fail.

Index Terms—CSMA/CA, MAC-layer fairness, wireless LAN (WLAN).

I. INTRODUCTION

When wireless hosts share the same communication channel, they should be given a fair chance of accessing the wireless medium. Fairness is one of the core problems that any MAC protocol must address. It prevents the situation that some hosts obtain most of the channel’s bandwidth while others starve. A more general problem is weighted fairness, where the channel’s bandwidth obtained by a host is proportional to its weight, which is assigned by the user based on application requirements. For example, when a Web server and a client host share the same local channel (e.g., in a WLAN), the server may be given a higher weight because it may have to upload content to multiple users on the Internet simultaneously.

Random backoff in the IEEE 802.11 DCF achieves fairness in a WLAN where all hosts are downloading content from the Internet via the same access point. However, as we demonstrate in this paper, it cannot achieve fairness (let alone weighted fairness) in many other scenarios. For example, when a server that uploads content to the Internet shares the access point of a WLAN with a client host that downloads, the client may obtain most of the channel’s bandwidth while the server is slowed to crawl. When the access points at two nearby homes choose the same channel, the hosts in one home may obtain most of the channel’s bandwidth at the expense of the hosts in the other home. Furthermore, in any ad hoc deployment of 802.11 DCF links, bandwidth distribution is likely to be very skewed among those sharing a channel. We will use simulations in ns-2 to show unfairness in the above cases. IEEE 802.11e provides qualitative service differentiation among different categories of traffic. It does not solve the fairness problem for flows within the same category, nor does it provide quantitative service differentiation (such as weighted fairness) for flows in different categories.

The fairness problem in IEEE 802.11 networks is mostly due to the fundamental limitation of CSMA/CA, which gives preference in media access to some links over others, depending on their spatial locations. As this problem is well recognized, many fairness solutions have been proposed in the past decade [1]–[8]. They fall in two categories: overhearing-based solutions and nonoverhearing solutions.

The overhearing-based solutions require each node to monitor the activity of all contending nodes and collect their links’ information (such as rate, scheduling tag, or buffer status). Based on the collected information, a node decides its own media contention policy: 1) increase/decrease minimum contention window if the local rate is above/below the average rate of all contending links [1], [2], [5]; 2) serialize transmissions among contending links based on their scheduling tags [3], [4]; or 3) emulate TDMA by computing a contention-free slotted schedule among the links [6]. The key question is how to collect the information of contending links, which may be multiple hops away. One naive approach is for each node to flood the information describing its adjacent links to all nodes within a certain number of hops. This approach is not only costly, but also flawed because, as is observed in [6], [9], hop count is not a reliable means to identify the contention relationship. Hence, in virtually all existing solutions, a node learns the information about others by overhearing. However, the overhearing approach also faces a serious problem: Contention is defined by the carrier-sensing range and the interference range, whereas overhearing is limited to the transmission range, which is much shorter. Consequently, transmissions on many contending links
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to ensure mechanisms. The first mechanism relies on localized operations networks. We introduce a number of novel rate control mechanisms. The second mechanism uses the classical Additive Increase Multiplicative Decrease (AIMD) for rate control. Even though a node may not overhear the exact information in the transmissions made by contending nodes whose radio signal is strong enough to cause interference but too weak to decode, it can still sense the aggregate impact of interference from those transmissions by monitoring how busy the channel is, how frequently its own transmissions fail [7], [10], or how fast its local buffer is filled up. Based on such information, emulating the behavior of TCP in some sense, each node may set a threshold to decide when the channel is congested such that multiplicative decrease should be performed. This direction looks reasonable. However, our simulations in ns-2 show that AIMD fails to achieve fairness, too, not because the rationale behind AIMD is flawed, but because the interaction between AIMD and CSMA/CA neutralizes the effectiveness of AIMD. AIMD may also be applied to the contention window based on the number of idle slots between two transmissions [8], [11] (which can be measured through carrier sense instead of overhearing). We will show that this approach also has limitations.

Our paper reveals the fundamental reasons for exactly why the existing fairness solutions do not work under realistic contention conditions. We demonstrate that when the channel is saturated, nodes will see different channel occupancy levels, experience different frequencies of transmission failure, and encounter different buffer lengths. Such differences in channel perception causes unsynchronized multiplicative decrease, which is the reason for the failure of AIMD in CSMA/CA networks. We introduce a number of novel rate control mechanisms. The first mechanism relies on localized operations to ensure synchronized multiplicative decrease. The second mechanism extends Proportional Increase Synchronized multiplicative Decrease (PISD) for weighted fairness through proportional increase. The third mechanism uses background transmission to ameliorate throughput degradation due to multiplicative decrease. Efforts are also made to simplify the implementation of the rate control mechanisms, which we believe will benefit practical systems that adopt them. Based on these new mechanisms, we propose two new rate control protocols, PISD and its enhancement, Queue Spreading (QS). PISD provides fairness in CSMA/CA networks, particularly IEEE 802.11 networks, when there is a single contention group. We perform detailed analysis on PISD and prove that it will converge and achieve (weighted) fairness. PISD also has a limitation. When it is applied in a wireless network that consists of multiple contention groups, it causes a problem called cascaded jamming that degrades network throughput. Our second protocol, QS, is able to solve this problem.

The rest of the paper is organized as follows. Section II discusses the related work. Section III gives the network model. Section IV describes the fairness problem. Section V proposes our PISD solution. Section VI analyzes the performance of PISD. Section VII proposes our QS solution. Section VIII presents additional simulation results. Section IX draws the conclusion.
AIMD has been extensively studied in the past, mostly in the context of TCP. Crowcroft and Oechslin [22] modify AIMD to achieve weighted proportional fairness in TCP. As we demonstrate later, the AIMD protocols designed for CSMA/CA networks by Cai et al. [7], Xue et al. [10], and Heusse et al. [8], [11] can only provide fairness under certain situations. AIMD has also been used in wireless networks for congestion control [23], [24].

III. Network Model

We study the fairness problem of CSMA/CA in one or more contending WLANs, or alternatively, among single-hop, ad hoc wireless links. Each packet is delivered through RTS-CTS-DATA-ACK exchange. A network is modeled as a set of nodes (access points or hosts) and a set of wireless links. Each node has a transceiver. Each link supports two-way communication (for DATA/ACK exchange) between two nodes that can reliably decode each other’s signal when radio interference is not present. All links transmit in the same frequency band. We model a physical network where links transmit at different frequencies as multiple orthogonal networks, each using one frequency band, and then we deal with each network separately. A link whose sender is node a and receiver is b is referred to as (a, b). Link (a, b) has a contending link (c, d) if the transmission made by c (or d) can be carrier-sensed by the sender a or causes interference at the receiver b. When the two links contend, we also say that node a has a contending node c. Generally speaking, the carrier-sensing range is greater than the interference range, which is in turn greater than the transmission range. Two nodes within transmission range may be able to decode (overhear) each other’s transmissions. A physical wireless link may carry zero, one, or more MAC flows. If it carries more than one MAC flow, we will model the physical link as multiple logical links, each carrying one flow. The MAC flow carried by (logical) link (a, b) is referred to as flow (a, b). Note that this paper studies single-hop flows in WLANs or ad hoc deployment setting. We do not consider multihop flows.

IV. Fairness Problem Remains Open in CSMA/CA Networks

A. Fairness Problem

Fairness is one of the core problems that must be addressed in any MAC design that allows contending nodes to share the same wireless medium. It requires that all wireless links of the same class have an equal right to access the communication channel and no link is starved. The random backoff algorithm in the IEEE 802.11 DCF is designed to give each host a fair chance of obtaining the channel during contention. Random backoff works fine in a symmetric environment where all hosts communicate with the same access point. However, it does not work well in asymmetric settings.

2Note that the carrier-sensing range can be artificially configured. It can be made to equal the transmission range [25]. This, however, does not alter the fact that contention goes beyond the transmission range because the interference range is not a quantity that can be artificially configured. Reducing the carrier-sensing range to be smaller than the interference range increases the chance of collision.

An example is shown in Fig. 1, where each of the two 802.11 DCF wireless links carries a MAC-layer flow. The figure shows an ad hoc network or two nearby WLANs whose access points (a and c) each support a wireless host (b and d). When the distance between b and c is zero such that the two merge into one, this example represents one WLAN whose access point b/c supports two hosts: Node a is a server that is uploading to the Internet, and node d is a client that is downloading from the Internet. The fairness problem in the above network topology is first documented and analyzed in [26], which, however, does not consider the situations where the carrier-sensing range and interference range are greater than the transmission range.

We run simulations to study the rates of the two flows. (All simulations in this paper are performed in ns-2 v2.32 [27].) The simulation parameters are given as follows: The transmission range of the nodes is 250 m, the carrier-sensing range is 550 m, and the lengths of both links are 150 m. The transmission rate is 11 Mb/s, and the packet length is 1000 B. The parameters for the IEEE 802.11 DCF are the default values set by ns-2 according to the protocol standards.

Fig. 2 shows the average numbers of packets per second sent over the two links with respect to the distance between nodes b and c. When the distance is below 250 m, flow (c, d) obtains most of the channel’s bandwidth. When the distance is between 250 and 400 m, flow (a, b) obtains most of the channel’s bandwidth. When the distance is between 400 and 550 m, flow (c, d) regains the upper hand. When the distance is greater 550 m, the two links are out of each other’s carrier-sensing range, and they will both obtain high bandwidth. The explanation on why such unfairness happens is given in the Appendix.

Higher-layer rate control such as TCP cannot substitute for a MAC-layer fairness solution. Suppose a TCP connection C1 traverses link (a, b) while another connection C2 passes (c, d). These two TCP connections compete for the same resource—the wireless channel shared by (a, b) and (c, d). Consider the scenario where the length of the wireless links is 150 m and the distance between b and c is 100 m. The simulation in ns-2 shows that C1 is almost starved while the rate of C2 is around 280 packets per second. The reason is that (c, d) is far more capable of obtaining the channel than (a, b) under CSMA/CA, which makes packets from C1 prone to more drops and larger delay. For the two TCP connections to receive fair bandwidth, a MAC-layer solution must exist to distribute the channel’s bandwidth fairly between (a, b) and (c, d).
B. Limitation of Overhearing-Based Solutions

Realizing the fairness problem in CSMA/CA networks, researchers have proposed numerous solutions [1]–[6], most relying on traffic information that each node collects by overhearing transmissions made by contending nodes. The most prevalent rate control scheme is to modify the random backoff algorithm such that a MAC flow that has a smaller rate than others will set a smaller backoff window and thus acquire more bandwidth [1], [2], [5]. How does a flow learn that its rate is smaller than the rates of its contending flows? The common approach requires the sender of the flow to estimate the rates of other flows by overhearing. Other rate control schemes, such as OML [6], DFS [3], and EMLM-FQ [4], also depend on overhearing (see Section II).

The problem is that overhearing is limited within the transmission range, but contention is defined by the interference range and the carrier-sensing range. Consider a wireless link \((i, j)\) in Fig. 3, where the transmission range of the sender \(i\) is shown by the solid circle, the carrier-sensing range of \(i\) is shown by the dotted circle, and the interference range of the receiver \(j\) is shown by the dashed circle. When any node in the carrier-sensing range of \(i\) makes a transmission, \(i\) will sense a busy channel and withhold its own transmission. When any node in the interference range of the receiver \(j\) makes a transmission, it will interfere with the signal from \(i\). In the 802.11 DCF, if \(j\) senses a busy channel before receiving an RTS, it will not return CTS. In this case, any node in the carrier-sensing range of \(j\) will interfere with the communication on \((i, j)\). Clearly, the interference range is determined by the signal strength at the receiver, which is related to the distance between the sender \(i\) and the receiver \(j\). The carrier-sensing range is typically set to be no less than the maximum interference range, which can be 1.78 times the transmission range as suggested in [28] (also the default value used in ns-2).

Under CSMA/CA, on one hand, \((i, j)\) contends with any wireless link whose sender or receiver is located within the carrier-sensing range of \(i\) or the interference range of \(j\), including \((a, b)\), \((c, d)\), \((c, f)\), \((g, h)\), and \((x, y)\). On the other hand, the sender \(i\) can only overhear the CTS/ACK packets sent by \(j\) in the figure. Comparing the area in which contending nodes may reside (within the dotted and dashed circles or beyond such as \(a\) and \(c\)) with the shaded area from which \(s\) can overhear, it is clear that the number of contending nodes that cannot be overhead can be greater than the number of nodes that can be overhead. This seriously limits the effectiveness of any solution based on overhearing.

We implement the Huang–Bensaou protocol [2], where fairness is achieved by each node adjusting its contention window based on the overhead information of the contending flows. The simulation result for the network of Fig. 1 is shown in Fig. 4. The Huang–Bensaou protocol achieves almost perfect fairness when \(b\) and \(c\) are within the transmission range of each other (such that \(c\) can overhear \(b\)’s CTS/ACK). However, when the distance between \(b\) and \(c\) is beyond 250 m, the Huang–Bensaou protocol is totally ineffective. The same is true for all other schemes relying on overhearing.

C. AIMD Does not Work Either

Is there a fairness solution that allows a wireless link to adapt its rate without knowing the rates of its contending links? The classical fairness control scheme of AIMD may be first to come into mind. TCP uses AIMD (together with slow-start) to achieve approximately proportional fairness among end-to-end flows without requiring each flow to know the rates of its contending flows. AIMD has been used in multihop wireless networks for congestion control [23], [24], but there is very limited research on applying AIMD to achieve fairness among MAC flows. In the following, we will show that AIMD is ill-fitted to this purpose.

For AIMD to work, the sender of a flow must be able to detect when the channel is saturated (congested), which is the time for multiplicative decrease. There are a number of possible approaches. First, the sender may measure how busy the channel is. The channel is considered to be saturated if the fraction of time for which it is busy exceeds a certain threshold. This straightforward approach does not work. Consider the network in Fig. 1 and assume that node \(c\) is within the interference range of \(b\), but outside the carrier-sensing range of \(a\). In this case, even when the channel is saturated by transmissions on \((c, d)\), node \(a\) will sense an idle channel.

Second, the sender may treat every failed transmission as a signal of channel saturation and perform multiplicative decrease [7], [10]. We simulate the AIMD protocol in [7] (the one in [10] is similar) on the network in Fig. 1, and the result is shown in Fig. 5. The protocol works fine in a WLAN environment where the links are all from a common access point to different hosts, which corresponds to the data points for distance being \(-150\) m (such that \(a\) and \(c\) overlap to serve as the access
A. Synchronized Multiplicative Decrease

Why does AIMD work for TCP, but not for CSMA/CA? The reason is that AIMD achieves fairness with synchronized multiplicative decrease. Contending TCP connections perform multiplicative decrease simultaneously, but that is not true for MAC flows in CSMA/CA networks.

When a router becomes congested, packet loss is felt by all TCP connections that pass the router. Hence, synchronized multiplicative decrease will be performed at the senders. We illustrate the rates of two TCP connections over time in the left plot of Fig. 8. The rates are normalized such that the congestion happens when their sum is equal to 1. Initially, the rates are different. At each multiplicative decrease, the two rates are reduced by the same percentage, and consequently the larger rate will be reduced by a larger amount, closing the gap between the two, which will eventually converge to the same value.

In a CSMA/CA network such as Fig. 1, the wireless links have different opportunities to obtain the wireless medium for transmission, depending on their spatial locations. From Fig. 2, we know that \((c, d)\) is more capable of obtaining the medium than \((a, b)\) when the distance between \(b\) and \(c\) is shorter than 250 m. At time 6 in the right plot of Fig. 8, when the combined rate of flows \((a, b)\) and \((c, d)\) reaches the channel capacity, because \((c, d)\) is able to obtain the bandwidth it needs, node \(c\) sends all its packets out, but node \(a\) observes buffer buildup and transmission failure (with a much larger likelihood). Consequently, \(a\) detects channel congestion and performs multiplicative decrease, while \(c\) does not. Since the rate of \((a, b)\) experiences multiplicative decrease more frequently, it will be smaller than the rate of \((c, d)\).

B. AISD: Additive Increase Synchronized Multiplicative Decrease

In order to achieve fairness in CSMA/CA networks, we must ensure that multiplicative decrease is performed at contending senders simultaneously. We design a new protocol, called Additive Increase Synchronized multiplicative Decrease (AISD), for this purpose. There are two major problems to be solved.

The first problem is how to detect channel congestion. For each flow \((i, j)\), the sender \(i\) stores all arrival packets in a repository buffer above the MAC layer. It locally maintains a time-dependent target rate \(r_{i,j}(t)\) at which packets from the repository buffer are released to the MAC layer for transmission to the receiver \(j\). The flow is backlogged if the packet arrival rate is greater than the target rate such that the repository is not empty. The target rate of a backlogged flow is additively increased over time. The actual rate at which the MAC layer sends out packets is called the sending rate, which is bounded by the target rate.
When the sum of the target rates of all contending flows in the channel is smaller than the capacity of the channel, all (or most) packets released by the senders to the MAC layer can be transmitted. Consequently the senders will not observe persistently growing packet queues at their MAC layer. However, additive increase will eventually improve the target rates such that their sum exceeds the channel capacity. When this happens, the flow that is least capable of competing for media access will see its packet queue growing. When the queue length passes a threshold, the sender claims that the channel is congested and jams other flows that are more capable of obtaining the wireless medium may still find their queues empty. When we refer to packet queues, we always mean the queues storing packets released to the MAC layer, not the repository above the MAC layer.

The second problem is how the sender that detects channel congestion informs the contending nodes such that they can perform synchronized multiplicative decrease. One solution is for the sender and its receiver to jam the channel with a radio signal for an extended period of time. Before jamming, the contending nodes are able to transmit at decent rates (because the sum of all target rates has just passed the channel capacity for a small amount after the most recent additive increase). During jamming, they can hardly send out any packets, which gives them a clear indication that someone is jamming, and the only reason for jamming is that channel congestion has been detected. As their queue lengths exceed the threshold, they will join jamming, which provides additional assurance that all contending nodes in the channel will learn that the channel is congested. Although the jamming approach works, it wastes bandwidth. Instead of using a dedicated radio signal, a node can jam the channel with its own packets. During jamming, to ensure that the node is able to occupy the channel, we reduce its minimum congestion window to a small fraction of the default size. Besides window reduction, the jamming packets are expected to follow the same collision avoidance/resolution protocol (such as DCF) as other packets do.

The AISD protocol is summarized as follows. After each unit of time, the sender of a backlogged flow \((i, j)\) increases its target rate by

\[
r_{i,j}(t) = r_{i,j}(t-1) + \alpha.
\]

(1)

At this rate, the sender releases packets to a queue, from which the MAC layer picks up packets for transmission. In one time unit, packets of total size \(r_{i,j}(t)\) will be released. We define the quota as the number of bytes that remain available for transmission in the current time unit, which is equal to \(r_{i,j}(t)\) minus the number of bytes that have been transmitted during the current time unit.

When the packet queue at node \(i\) for link \((i, j)\) exceeds a threshold length, \(i\) claims that the channel is congested and jams the channel immediately. If the quota for the current time unit is sufficiently large, it jams for the rest of the time unit. Otherwise, it jams for one more time unit. The jamming is performed by releasing all packets within the quota to the queue and reducing the minimum contention window to a small value. Multiplicative decrease is performed at the end of the time unit during which jamming is performed, namely

\[
r_{i,j}(t) = r_{i,j}(t-1) \times (1 - \beta),
\]

(2)

As a safeguard, multiplicative decrease should not be performed for two consecutive time units.

The protocol does not require the clocks of the nodes to be synchronized. If a node is the sender for multiple flows, it performs media access and random backoff independently for each flow. Packets for different flows are queued separately.

We simulate AISD on the network of Fig. 1 with the following additional parameters: \(\alpha = 5 \text{ kB/s}\), \(\beta = 25\%\), the time unit is 1 s, the queue-length threshold that triggers jamming is 10 packets, and the minimum contention window for jamming is one tenth of the default size. In the simulation, each packet is 1 kB long. We find AISD can robustly ensure synchronized multiplicative decrease. Fig. 9 shows that, using AISD, the rates of the two flows are about the same for any distance between \(b\) and \(c\). Fig. 10 shows AISD in action over time when the distance between \(b\) and \(c\) is 100 m. At time 0, the rate of flow \((c, d)\) is much larger. Then, AISD kicks in to equalize the two rates.

C. PISD: Proportional Increase Synchronized Multiplicative Decrease

Next, we extend AISD for weighted fairness by replacing additive increase with proportional increase. The resulting protocol is called PISD. Suppose the network administrator assigns a weight \(w_{i,j}\) to each MAC flow \((i, j)\) based on application requirements. For example, a MAC flow serving an important server should be given a higher weight than a MAC flow serving a regular client host. The problem is for the MAC layer to allocate the channel’s bandwidth among contending MAC flows in proportion to their weights. This is called weighted fairness.

The PISD protocol is similar to AISD except for how the target rates are increased: After each unit of time, the sender of flow \((i, j)\) increases its target rate by

\[
r_{i,j}(t) = r_{i,j}(t-1) + \alpha w_{i,j},
\]

(3)

The rest of the protocol is the same as AISD. We prove in Section VI that PISD achieves weighted fairness.
we increase the minimum contention window for background transmission.

The PISD protocol with background transmission is described as follows. Proportional increase synchronized multiplicative decrease is performed on the target rate as usual. However, a sender \(i\) releases packets to the MAC layer at the background rate (the rate before the last multiplicative decrease). The node also keeps track of the number \(n_i\) of bytes that would have been released at the target rate. Let \(\delta\) be the time that has elapsed in the current time unit. \(n_i = r_{i\delta}(t) \times \delta\). Let \(n_b\) be the number of bytes that has been delivered to the receiver in the current time unit. When \(n_b\) is equal to or greater than \(n_i\), the sender knows that it is now making background transmissions, and therefore it increases the minimum contention window. When \(n_b\) becomes smaller than \(n_i\), the sender changes its minimum contention window back.

We simulate PISD with background transmission on the network in Fig. 1 with a minimum contention window for background transmission twice the size of the default minimum contention window for regular transmission. (The default minimum contention window is set based on the standard of 802.11 DCF.) Fig. 13 shows that the flows pick up the extra bandwidth left by PISD for additional packet transmission. This extra bandwidth, representing only a small fraction of channel capacity, is not regulated by proportional increase multiplicative decrease, and consequently it is unevenly distributed between the flows based on the IEEE 802.11 DCF.

VI. ANALYSIS

Much work about AIMD has been performed in the context of TCP. In this section, we analyze PISD and show that it achieves weighted fairness after convergence. More importantly, we derive the convergence time and the channel coverage with respect to \(\alpha\) and \(\beta\) and reveal the performance tradeoff that can be made by changing these two parameters.

A. Weighted Fairness and Convergence Time

Consider a set \(L\) of MAC flows that contends in the same wireless channel whose effective capacity is \(C\). When the sum of the target rates of all flows is below the channel capacity, the channel will be able to deliver the packets of the flows, and the senders will proportionally increase their target rates. Once the sum exceeds the channel capacity, the senders will immediately decrease their target rates multiplicatively. PISD performs the following rate control:

\[
\begin{align*}
    r_{i\delta}(t + 1) &= \begin{cases} 
    r_{i\delta}(t) + \alpha w_{i\delta}, & \text{if } \sum_{(i,j) \in L} r_{ij}(t) \leq C \\
    r_{i\delta}(t)(1 - \beta), & \text{if } \sum_{(i,j) \in L} r_{ij}(t) > C.
    \end{cases}
\end{align*}
\]
We derive how much time it takes PISD to converge such that the rates of the flows are stabilized and proportional to their weights. Our results show that the convergence time is a decreasing function of both $\alpha$ and $\beta$.

When multiplicative decrease happens, even if the combined target rate of all flows may be greater than the channel capacity, it will be greater only by a small amount due to the nature of additive increase. To simplify the analysis, we treat them as equal. A PISD period, denoted as $P$, is defined as the time between two consecutive multiplicative decreases. We derive the value of $P$ as follows. Consider an arbitrary multiplicative decrease, which is triggered when $\sum_{(i,j) \in L} r_{i,j}(t) = C$. It reduces all target rates by a fraction of $\beta$, and hence leaves $\beta C$ of channel capacity unused. The proportional increase improves the combined rate of all flows at a speed of $\alpha W$, where $W = \sum_{(i,j) \in L} w_{i,j}$. After a period $P$, the combined rate should be increased by $\beta C$ in order to make the channel saturated again and cause the next multiplicative decrease. Since $P \times \alpha W = \beta C$, we have

$$P = \frac{\beta C}{\alpha W}.$$

Without loss of generality, for $l = 0, 1, 2, \ldots$, let $t = IP$ be the time units right before multiplicative decrease, and $t = IP + 1$ be the time units after multiplicative decrease. Multiplicative decrease occurs at the time instant between $IP$ and $IP+1$. Given arbitrary values for $r_{i,j}(0), 0 \leq l \leq L$, we show that $r_{i,j}(t)$ will converge toward a value that is proportional to $w_{i,j}$ as $t$ increases.

First, we determine the value of $r_{i,j}(IP)$. During each PISD period, the target rate is first multiplicatively decreased and then proportionally increased. Hence, for $l > 0$

$$r_{i,j}(IP) = r_{i,j}((l - 1)P) \times (1 - \beta) + \alpha w_{i,j} \times P.$$

By induction over the iterative formula, we have

$$r_{i,j}(IP) = C \frac{w_{i,j}}{W} + \left( (1 - \beta) + \frac{\alpha w_{i,j}}{W} \right) (1 - \beta)^l.$$

The second term on the right side diminishes to zero when $l$ becomes large. Hence, $r_{i,j}(IP)$ converges to

$$r_{i,j}^* = C \frac{w_{i,j}}{W}.$$

Next, we determine the value of $r_{i,j}(t)$, $t \leq IP$, for $l = 0, 1, 2, \ldots$. The rate is multiplicatively decreased immediately after time $[t/IP]P$ and then proportionally increased. We have

$$r_{i,j}(t) = r_{i,j}([t/IP]P) \times (1 - \beta) + \alpha w_{i,j} \times (t \pmod P)$$

$$= C \frac{w_{i,j}}{W} (1 - \beta) + \left( (1 - \beta)[t/IP] + (t \pmod P) \right) \frac{\alpha w_{i,j}}{W}.$$

As $t$ increases, the second term on the right side diminishes to zero. Hence, $r_{i,j}(t)$ converges to the following curve:

$$r_{i,j}^*(t) = C \frac{w_{i,j}}{W} (1 - \beta) + \alpha w_{i,j} \times (t \pmod P)$$

which is independent of the initial value $r_{i,j}(0)$. The average of $r_{i,j}(t)$ over the $l$ period, denoted as $A_{i,j}(l)$, is given as

$$A_{i,j}(l) = \frac{\sum_{(i,j) \in L} r_{i,j}(t) + r(IP)}{P}$$

$$= C \frac{w_{i,j}}{W} \left( 1 - \frac{\beta}{2} \right) + \frac{\alpha w_{i,j}}{2}$$

$$+ \left( r_{i,j}(0) + C \frac{w_{i,j}}{W} \right) (1 - \beta)^l.$$

The third term on the right side diminishes to zero when $l$ increases. Hence, the average rate converges to

$$A_{i,j}^* = C \frac{w_{i,j}}{W} \left( 1 - \frac{\beta}{2} \right) + \frac{\alpha w_{i,j}}{2}$$

which is proportional to the weight $w_{i,j}$.

We define the convergence time as the time it takes for $A_{i,j}(l)$ to be $\varepsilon$-close to its target $A_{i,j}^*$. The $\varepsilon$-closeness is defined as follows:

$$\left| A_{i,j}(l) - A_{i,j}^* \right| \leq \varepsilon.$$

We derive the lower bound of $l$ that can satisfy the above inequality. Note that $r_{i,j}(0) \leq C$

$$l \geq \frac{\log \left( \frac{1}{\varepsilon} \left( C - \frac{w_{i,j}}{W} \right) \right)}{\log \left( \frac{1}{\varepsilon} \left( C - \frac{w_{i,j}}{W} \right) \right)}$$

$$\geq \frac{\log \left( \frac{1}{\varepsilon} \left( C - \frac{w_{i,j}}{W} \right) \right)}{\left( C - \frac{w_{i,j}}{W} \right)}.$$

The time for $l$ periods is $t = IP$. Hence, the convergence time is

$$t \geq \frac{\beta C}{\alpha W} \frac{\log \left( \frac{1}{\varepsilon} \left( C - \frac{w_{i,j}}{W} \right) \right)}{\left( C - \frac{w_{i,j}}{W} \right)}.$$

From the above formula we see that, the convergence time is a decreasing function for both $\alpha (\alpha > 0)$ and $\beta (\beta \in (0, 1))$. In other words, the larger the value of $\alpha$ (or $\beta$) is, the faster the convergence is.

B. Channel Coverage

We study how much bandwidth is regulated (or covered) by PISD. The channel bandwidth covered by PISD is distributed to the flows in proportion to their weights. The channel bandwidth not covered by PISD is arbitrarily distributed to flows through background transmission. Formally, the channel coverage, denoted as $\text{Coverage}$, is defined as the sum of the average target rates of the flows after PISD fully converges divided by the channel capacity.

$$\text{Coverage} = \frac{\sum_{(i,j) \in L} A_{i,j}^*}{C} = 1 - \frac{\beta}{2} + \frac{\alpha W}{2C}.$$

We know that $\frac{w_{i,j}}{W} = \frac{\beta}{2}$, where $P$ is the PISD period that is greater than 1. Hence, the channel coverage is mainly controlled by $\beta$. The smaller the value of $\beta$ is, the more the channel bandwidth PISD controls. Simulation results on the performance tradeoff made via $\alpha$ and $\beta$ can be found in our earlier work [29].
VII. QUEUE SPREADING

Although PISD works well in most scenarios, its performance can be significantly degraded when applied in networks consisting of multiple contention groups. We propose another protocol, called QS, to remedy the problem.

A. Cascaded Jamming

A contention group is defined as a maximal group of mutually contending flows. In Fig. 14, the flows form two contention groups, $g_1$ and $g_2$. In each contention group, the constituent flows mutually contend, and thus only one flow can transmit at a time. However, flows in different contention groups may be able to transmit simultaneously. For instance, $(h_1, h_2)$ can transmit while $(h_3, h_6)$ is transmitting because they do not contend. This is called spatial channel reuse.

Suppose $g_2$ is congested, but $g_1$ is not, meaning that the aggregate rate on flows $(h_3, h_4)$ through $(h_{11}, h_{12})$ exceeds the channel capacity, while the aggregate rate on $(h_1, h_2)$ and $(h_3, h_4)$ is below the channel capacity. Ideally, multiplicative decrease should be performed on flows $(h_3, h_4)$ through $(h_{11}, h_{12})$, but not on $(h_1, h_2)$ because its local channel still has residual bandwidth. However, under PISD, when $h_3$ detects congestion (due to the channel saturation in $g_2$), it will perform jamming. During jamming, the queue at $h_1$ will build up and exceed the threshold. Hence, $h_1$ will falsely detect congestion. Worse yet, $h_1$ will perform jamming,\(^3\) which in turn causes the nodes in its neighborhood (not drawn in the figure) to falsely detect congestion and join jamming. As this process repeats, all nodes that are transitively reachable from $g_2$ through the contention relationship will falsely detect congestion and perform multiplicative decrease. We name this problem as cascaded jamming.

Imagine a number of WLANs are deployed in a certain region (e.g., a city), and they partially overlap one another to provide a full coverage. Most areas have light communication traffic, but there is a hotspot (e.g., a public library) where many wireless users cause frequent channel congestion. The problem is that any jamming—which is supposed to be performed only by the nodes at the hotspot during congestion for synchronized multiplicative decrease—may propagate out to the entire region. All nodes in the region will end up performing multiplicative decrease. This phenomenon is captured by the simulation results in Table I. Flow $(h_1, h_2)$, which is outside of the hotspot $g_2$, should have a higher rate. However, PISD not only equalizes the rates of the flows in $g_2$, but also reduces the rates of other flows to the same level.

B. QS

PISD performs channel jamming, which solves the fairness problem for an isolated contention group. However, it causes the cascaded jamming problem. To solve this problem, we have to abandon channel jamming and invent new techniques to guarantee that when a contention group’s channel is saturated, all nodes in the group will detect congestion, while the nodes outside of the group will not falsely do so. Our solution is called queue spreading, which is described as follows.

Each node additively increases its target rate (at which packets are released to the MAC layer) until its MAC queue length exceeds a threshold $H$. When that happens, the node multiplicatively decreases the target rate. The key issue is to make sure that all those and only those in a congested contention group perform multiplicative decrease.

The aggregate target rate $R_g(f)$ of all flows in a contention group $g$ is a function of time. Let $C$ be the maximum throughput that the group can possibly obtain from the channel at time $t$. We stress that $C$ is only needed to describe our idea. The operation of queue spreading does not rely on the knowledge of $C$. When $R_g(f)$ exceeds $C$, we say the group is congested. In this case, if we look at the flows as a whole, there are more packets released to the MAC layer than it can send out. The excess packets increase the queue lengths of the flows at a combined rate of $R_g(f) - C$. The problem is that, depending on the flows’ relative locations, most excess packets may be queued up at one flow that is least capable of accessing the medium. While that flow observes that its queue length exceeds the threshold $H$ and performs multiplicative decrease, other flows that are more capable of obtaining medium may still find their queues empty and thus continue with additive increase, which will enlarge the gap among the flow rates and result in worse unfairness.

One solution to the above problem is to make sure that excess packets are spread among the queues of all flows in the group. For an arbitrary flow $(u, v)$, whenever the packet queue at the sender $u$ exceeds $H$, $u$ will temporarily modify its MAC parameters to increase its ability of obtaining the medium, such that its queue length can be reduced back to $H$. When the queue length becomes $H$, the node will restore the original MAC parameters. The idea behind queue spreading is very intuitive: After a node detects congestion, the node will keep its queue length at $H$ by dynamically adjusting its MAC parameters. Because its queue no longer grows, the excess packets in the channel will have to be buffered elsewhere, pushing the queues at other nodes up. Once their queues reach the threshold, they will do the same thing. Excess packets will always be pushed to the nodes that have not detected congestion yet.

A node that performs channel jamming in PISD tries to occupy the channel as much as possible (which is why it is

---

\(^3\) Node $h_1$ does not know that $h_3$ is jamming. It cannot make a query to $h_3$ either because $h_3$ may reside outside its transmission range or even outside the transmission range of $h_2$. Node $h_1$ only knows that the channel is saturated (falsely in this case), but does not know whether it is the first one to detect so. It has to dutifully perform jamming to ensure the correctness of PISD in synchronized multiplicative decrease.
called “jamming”), and consequently it will affect all neighboring nodes, including those outside of the congested group. On the contrary, a node that performs queue spreading only tries to match its sending rate with its target rate such that the local queue does not grow further. Therefore, it will not affect the neighbors outside of the congested group. For example, in Fig. 14, if \( h_3 \) jams the channel due to the congestion in \( g_2 \), \( h_1 \) will feel the jamming and cannot send out packets. However, if \( h_3 \) simply tries to send out all packets currently released to its MAC layer, \( h_1 \) will not be affected if \( g_1 \) is not congested because the channel shared by \( (h_1, h_2) \) and \( (h_3, h_4) \) has enough bandwidth for their combined target rate. The following proposition provides guidance for our protocol design.

**Proposition 1:** The senders of all flows in a contention group \( g \) will detect congestion by the end of a time period \([t_0, t_1]\) if the following conditions are satisfied:
1) \( R_g(t) - C > 0, \forall t \in [t_0, t_1] \);
2) \( \int_{t_0}^{t_1} (R_g(t) - C) dt \geq |g| \cdot H \);
3) queue spreading is performed.

**Proof:** To prove by contradiction, we assume that a subset of flows, \( g' \subset g \), does not detect congestion by the end of the period. On one hand, their packet queues are shorter than \( H \).
Thus, the total number of packets in their queues is less than \( |g'| \cdot H \). On the other hand, by performing the queue spreading, the flows in \( g - g' \) are more capable of obtaining media access than those in \( g' \). Hence, they can control their queue lengths to be \( H \) at the expense of the flows in \( g' \), whose queues are forced to grow. The total number of packets queued at the flows in \( g - g' \) is \( |g| - |g'| \cdot H \). During the time period \([t_0, t_1]\), by Condition 1), the total number of excess packets that are queued by all flows is \( \int_{t_0}^{t_1} \left(R_g(t) - C\right) dt \). Therefore, the number of excess packets that are queued at the flows in \( g' \) must be \( \int_{t_0}^{t_1} (R_g(t) - C) dt \geq |g| \cdot H \). By Condition 2), this number is no less than \( |g'| \cdot H \), leading to the contradiction.

**C. Implementation of Queue Spreading**

Without channel jamming and the problem it brings, we show that a protocol based on QS can also ensure synchronized multiplicative decrease. However, a straightforward combination of AIMD and QS will not do the trick. The first protocol, called AIMD/QS, is described as follows. Consider an arbitrary flow \((u, v)\). To implement AIMD, the sender \( u \) adapts its target rate after each time period of \( T \).\(^4\) If its queue length at the MAC layer does not reach the threshold \( H \) during the last period, it increases the target rate for a constant amount \( \alpha \). Otherwise, it decreases the rate for a constant percentage \( \beta \). To implement QS, whenever the queue length exceeds the threshold \( H \), the sender aggressively reduces its minimum contention window to a small fraction of the default size in order to ensure that it has the priority to occupy the channel. Once the queue length is reduced to \( H \), the sender restores the default minimum contention window. By doing so, it keeps the queue length at \( H \).

We use an example to show that AIMD/QS cannot always ensure synchronized multiplicative decrease. Consider a contention group \( g \). Suppose additive increase happens at time \( t_0 \) such that \( R_g(t_0) > C \). Before time \( t_0 \), \( R(t) < C \) and all flows have empty queues. If \( R_g(t_0) - C > 0 \), the following packets in the next period, \( (R_g(t_0) - C)T \), will also be small. Suppose it is greater than \( H \), but smaller than \( |g| \cdot H \). Namely, it is enough to push the queue at one node over the threshold, but not enough to do so for all. In this case, the node that is least capable of obtaining the channel will detect congestion and perform multiplicative decrease. However, some other nodes will not do so. Instead, they will take advantage of the bandwidth released by multiplicative decrease and continue performing additive increase.

To solve this problem and make sure that synchronized multiplicative decrease is always achieved, we generalize the above base protocol to AIMD/QS+\( k \), where \( k \) is a nonnegative integer. The sender of each flow performs the operations of AIMD/QS, except that after it finds its queue length reaches \( H \), it will continue performing additive increase for \( k \) subsequent periods of \( T \) before making multiplicative decrease. Suppose a flow’s queue reaches \( H \) during \([t_0, t_0 + T]\). It will increase the target rate at times \( t_0 + T, t_0 + 2T, \ldots, t_0 + kT \) by a constant amount \( \alpha \), and then decrease the target rate at time \( t_0 + (k + 1)T \) by a percentage \( \beta \). The idea is to make sure that there will be enough excess packets to allow all nodes to detect congestion. We have the following proposition.

**Proposition 2:** Suppose the senders of all flows in a contention group always adapt their target rates simultaneously. AIMD/QS+\( k \) ensures the detection of congestion by all flows in the group if

\[
\frac{k(k + 1)}{2} \alpha T \geq H.
\]

**Proof:** Consider an arbitrary time at which an update on the flows’ target rates is performed. Without losing generality, let this time be \( t = 0 \). Let \( g \) be the first congested group after \( t = 0 \). Once \( g \) is congested, excess packets will eventually push the queue length of a flow in \( g \) over the threshold \( H \). Let \((u, v)\) be the first flow whose length reaches \( H \), and without losing generality, suppose it happens during \((iT, (i + 1)T)\). We have \( R_g(iT) > C \). Otherwise, there would be no excess packets to push the queue length of \((u, v)\) to the threshold.

Because flow \((u, v)\) is the first one to perform multiplicative decrease and that happens at time \( t = (i + k + 1)T \), all flows perform additive increase at times \( t = (i + j)T \) for \( j \in [1 \ldots k] \). Because the rate of each flow in \( g \) increases by \( \alpha \) after each period \( T \), we must have \( R_g((i + j)T) = R_g(iT) + j|g|\alpha \). Hence

\[
\int_{iT}^{(i+k+1)T} (R_g(t) - C) dt = \sum_{j=0}^{k} (R_g((i + j)T) - C) T = \sum_{j=0}^{k} j|g|\alpha T = \frac{k(k + 1)}{2} |g|\alpha T \geq |g| \cdot H.
\]

Hence, by Proposition 1, AIMD/QS+\( k \) makes sure that all flows in \( g \) detect the congestion before time \((i + k + 1)T \) and will perform multiplicative decrease before time \((i + 2k + 1)T \) in case that some flows first see their queues reach \( H \) during \(((i + k)T, (i + k + 1)T)\).
This result requires the clocks of all nodes to be synchronized. If we remove this requirement and allow the nodes to adapt their rates at different times, we have the following proposition.

Proposition 3: Suppose the senders of the flows in a contention group are allowed to update their target rates at different times. AIMD/QS + k ensures the detection of congestion by all flows in the group if

$$\frac{k(k-1)}{2} \alpha T \geq H.$$  

Proof: The proof is similar to that for Proposition 2 except that, because the flows in g may perform additive increase at different times, \(R_g(t)\) is not a constant for \(t \in (iT, (i+1)T]\) during which the flow \((u, v)\)'s queue length reaches \(H\). Hence, \(R_g(t) > C\) may not be true. However, \(R_g((i+1)T) > C\) must be true because by then the congestion has been detected. We also have \(R_g((i + 1 + j)T) = R_g((i + 1)T) + jgT\) because the flow rates are each increased by \(\alpha\) after each period of \(T\) even though the increase may happen at different times during the period. Through a process similar to (4), we can derive

$$\frac{k(k-1)}{2} \alpha T \geq H.$$  

Hence, by Proposition 1, AIMD/QS + k makes sure that all flows in g detect the congestion.

The above proposition provides theoretical guidance when we select system parameters. They must meet the condition of

$$\frac{k(k-1)}{2} \alpha T \geq H$$

in order to ensure synchronized multiplicative decrease. In particular, when \(k = 2\), the condition becomes \(\alpha T \geq H\). We simulate AIMD/QS + 2 on the network of Fig. 14 with the same parameters that we have used on PISD: \(\alpha = 5\) kbps, \(\beta = 25\%\), \(T = 1\) s, \(H = 10\). Each packet is 1 kbps long. They satisfy the condition. The simulation results are presented in Table II. When compared to Table I, the rate of \((h_1, h_2)\) is significantly improved.

### VIII. ADDITIONAL SIMULATIONS

We perform additional simulations under several different scenarios to evaluate the effectiveness of the proposed PISD and QS protocols. All simulations in this paper are performed using ns-2. PISD is implemented on top of the IEEE 802.11 DCF. If not specified otherwise, the simulation parameters are the same as those in Sections IV-A, V-B, and VII-C. The parameters for 802.11 DCF use the default values set by ns-2 according to the protocol standards. We let \(\alpha = 2\) kbps and \(\beta = 25\%\). By default, background transmission is turned off.

Our first simulation scenario consists of four access points and 10 hosts. The access points are located at the corners of a 380 \(\times\) 380 m\(^2\) square. The distance from the hosts to their access points varies from 70 to 150 m. Their relative positions are shown in Fig. 15. The rates of the flows under PISD, PISD with background transmission (PISD-b), AIMD/QS + 2, DCF, the Huang–Bensaou protocol (H.-B.) are shown in Table III. PISD is able to achieve fairness, while the DCF and the Huang–Bensaou protocol cannot in this scenario. AIMD/QS + k achieves comparable performance as PISD. In a later scenario, we will show that QS can perform much better than PISD when PISD causes cascaded jamming. The average flow rate of 802.11 DCF is slightly higher due to a well-known fact of throughput/fairness tradeoff in wireless networks [12]. By starving heavily contended flows, it creates more opportunity of channel spatial reuse for other flows.

Our next simulation scenario is an ad hoc network shown in Fig. 16, where visitors to a commercial conference download information from exhibit booths to their laptops via direct wireless links that share the same channel. The size of the area is 400 \(\times\) 600 m\(^2\), and the nodes are plotted in the area based on their assigned coordinates. The topology is randomly generated by first placing the senders at random locations, and then placing the receivers at random locations near their senders. The simulation results are shown in Table IV. Each row except for the last one contains one weight assignment and the corresponding flow rate achieved by PISD. The results demonstrate the great flexibility and quantitative precision that PISD is able to bring into CSMA/CA networks. The last row shows that 802.11 DCF causes unfairness, where \(f_2\) is almost starved.

The final simulation is performed on a network of four neighboring WLANs in Fig. 17. The WLANs form three contention groups: Home 1 and Home 2, Home 2 and Home 3, and Home 3 and Coffee house. We show that, under PISD, the network's throughput suffers from the cascaded jamming problem, while QS is able to overcome this problem. The three homes in the figure each have an access point (A1, A2, or A3) and a host \((h_1, h_2,\) or \(h_3)\). The coffee house provides wireless access (A4) to its customers \((h_4\text{--}h_9)\). Assume that interference exists and

### TABLE II

<table>
<thead>
<tr>
<th>Flow</th>
<th>Rate (kbps)</th>
<th>Flow</th>
<th>Rate (kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((h_1, h_2))</td>
<td>280.3</td>
<td>((h_3, h_4))</td>
<td>59.1</td>
</tr>
<tr>
<td>((h_5, h_6))</td>
<td>80.7</td>
<td>((h_7, h_8))</td>
<td>79.6</td>
</tr>
<tr>
<td>((h_9, h_10))</td>
<td>80.2</td>
<td>((h_{11}, h_{12}))</td>
<td>80.3</td>
</tr>
</tbody>
</table>

### TABLE III

<table>
<thead>
<tr>
<th>Flow</th>
<th>Rate</th>
<th>Flow</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>PISD</td>
<td>42.7</td>
<td>f_1</td>
<td>43.2</td>
</tr>
<tr>
<td>PISD-b</td>
<td>43.0</td>
<td>f_2</td>
<td>43.7</td>
</tr>
<tr>
<td>AIMD/QS+2</td>
<td>39.1</td>
<td>f_3</td>
<td>46.7</td>
</tr>
<tr>
<td>DCF</td>
<td>74.7</td>
<td>f_4</td>
<td>55.1</td>
</tr>
<tr>
<td>H.-B.</td>
<td>18.6</td>
<td>f_5</td>
<td>35.5</td>
</tr>
<tr>
<td>PISD</td>
<td>42.7</td>
<td>f_6</td>
<td>43.7</td>
</tr>
<tr>
<td>PISD-b</td>
<td>43.0</td>
<td>f_7</td>
<td>43.7</td>
</tr>
<tr>
<td>AIMD/QS+2</td>
<td>39.1</td>
<td>f_8</td>
<td>46.7</td>
</tr>
<tr>
<td>DCF</td>
<td>74.7</td>
<td>f_9</td>
<td>46.0</td>
</tr>
<tr>
<td>H.-B.</td>
<td>18.6</td>
<td>f_10</td>
<td>46.0</td>
</tr>
</tbody>
</table>

avg | average | Table III shows the flow rates achieved by different protocols.
under different weight assignments, flow rates are always proportional to flow weights

<table>
<thead>
<tr>
<th>flow</th>
<th>weight rate</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
<th>$f_4$</th>
<th>$f_5$</th>
<th>$f_6$</th>
<th>$f_7$</th>
<th>$f_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>53.3</td>
<td>51.9</td>
<td>53.2</td>
<td>53.3</td>
<td>53.7</td>
<td>53.3</td>
<td>53.1</td>
<td>53.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>43.4</td>
<td>82.1</td>
<td>41.6</td>
<td>43.4</td>
<td>43.4</td>
<td>41.7</td>
<td>41.7</td>
<td>82.5</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>38.9</td>
<td>75.2</td>
<td>38.6</td>
<td>38.9</td>
<td>77.2</td>
<td>38.9</td>
<td>77.2</td>
<td>38.9</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>43.6</td>
<td>41.2</td>
<td>42.9</td>
<td>86.7</td>
<td>43.4</td>
<td>86.6</td>
<td>43.1</td>
<td>43.3</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>72.4</td>
<td>35.4</td>
<td>105.5</td>
<td>35.8</td>
<td>36.2</td>
<td>36.3</td>
<td>36.0</td>
<td>72.3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>28.4</td>
<td>55.5</td>
<td>30.9</td>
<td>112.8</td>
<td>30.9</td>
<td>112.6</td>
<td>30.8</td>
<td>27.8</td>
</tr>
<tr>
<td></td>
<td>DCF</td>
<td>97.9</td>
<td>5.1</td>
<td>42.1</td>
<td>92.7</td>
<td>55.2</td>
<td>72.1</td>
<td>48.3</td>
<td>54.7</td>
</tr>
</tbody>
</table>

Table IV: Flow rates in four neighboring WLANs

<table>
<thead>
<tr>
<th>Flow</th>
<th>DCF</th>
<th>P-fair</th>
<th>PISD</th>
<th>PISD-b</th>
<th>AIDM/QS+2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(A_1, h_1)$</td>
<td>79.7</td>
<td>225.0</td>
<td>85.9</td>
<td>139.5</td>
<td>188.3</td>
</tr>
<tr>
<td>$(A_2, h_2)$</td>
<td>365.4</td>
<td>225.0</td>
<td>81.1</td>
<td>127.7</td>
<td>188.9</td>
</tr>
<tr>
<td>$(A_3, h_3)$</td>
<td>14.9</td>
<td>64.0</td>
<td>54.7</td>
<td>54.0</td>
<td>59.0</td>
</tr>
<tr>
<td>$(A_4, h_4)$</td>
<td>72.3</td>
<td>64.0</td>
<td>57.8</td>
<td>64.0</td>
<td>59.0</td>
</tr>
<tr>
<td>$(A_4, h_5)$</td>
<td>73.1</td>
<td>64.0</td>
<td>57.1</td>
<td>62.6</td>
<td>60.5</td>
</tr>
<tr>
<td>$(A_4, h_6)$</td>
<td>75.5</td>
<td>64.0</td>
<td>57.3</td>
<td>63.0</td>
<td>60.3</td>
</tr>
<tr>
<td>$(A_4, h_7)$</td>
<td>75.7</td>
<td>64.0</td>
<td>67.6</td>
<td>63.4</td>
<td>61.7</td>
</tr>
<tr>
<td>$(A_4, h_8)$</td>
<td>74.4</td>
<td>64.0</td>
<td>57.9</td>
<td>62.9</td>
<td>61.2</td>
</tr>
<tr>
<td>$(A_4, h_9)$</td>
<td>73.0</td>
<td>64.0</td>
<td>56.5</td>
<td>63.3</td>
<td>62.5</td>
</tr>
<tr>
<td>avg</td>
<td>100.4</td>
<td>99.8</td>
<td>62.8</td>
<td>77.7</td>
<td>89.0</td>
</tr>
</tbody>
</table>

Table V: Flow rates in four neighboring WLANs

Only exists between any adjacent WLANs. All hosts are downloading UDP video from their access points. The bottleneck is the contention group formed by Home 3 and the coffee house. Ideally, being far away from the bottleneck, flows in the left two homes should have higher rates. Simulation results are shown in Table V. Again, IEEE 802.11 DCF has the fairness problem, where $(A_3, h_3)$ gets a very low rate. The P-fair column shows the theoretical proportional-fairness rates that are computed numerically by solving the nonlinear programming problem in [30] for a channel capacity of 450 packets per second. In the PISD column, due to cascaded jamming, the rates of both $(A_1, h_1)$ and $(A_2, h_2)$ are both depressed and close to the rates of the flows in the bottleneck. When background transmission is turned on (in the PISD-b column), their rates are improved. When AIMD/QS+2 is used, their rates are further improved. Indeed, we observe that the rates under Queue Spreading nicely approximate proportional fairness. The average flow rate of 802.11 DCF is higher because when $(A_3, h_3)$ sends fewer packets, the flows on its two sides have more chance of sending simultaneously. This increases the overall network throughput at the expense of being unfair to Home 3. The theoretical average rate of P-fair is also high because much of the protocol overhead is ignored.

IX. Conclusion

In this paper, we have investigated the unfairness problem in CSMA/CA networks. We show that existing solutions based on overhearing are not effective when contending nodes are outside each other’s transmission range. We also show that the existing nonoverhearing AIMD solutions do not work either. We propose a new fairness protocol, PISD, which performs proportional increase synchronized multiplicative decrease with background transmission to support not only fairness, but also weighted fairness in CSMA/CA networks, including IEEE 802.11 networks. We then propose another protocol, called Queue Spreading, to achieve fairness when there are multiple contention groups. To the best of our knowledge, this is the first work that is able to achieve provable fairness in CSMA/CA networks under realistic conditions where the carrier-sensing range and the interference range can be much larger than the transmission range.

Appendix

We explain Fig. 1 segment by segment.

Segment 1: For distance from 0 to 100, $(c,d)$ has a higher rate. On one hand, after flow $(c,d)$ transmits a packet through RTS/CTS/DATA/ACK exchange, the sender $c$ performs random backoff after DIFS, while node $d$ counts down its backoff timer after waiting for EIFS (equal to DIFS+SFIFS+ACK time). That is because it can sense $d$’s ACK, but not understand it (out of the transmission range). On the other hand, after flow $(a,b)$ transmits a packet, node $c$ will only wait for DIFS instead of EIFS because it can overhear $b$’s ACK. In the above analysis, only node $a$ may wait for EIFS. This introduces asymmetry in the waiting time of the two links, and consequently node $a$ has a smaller probability of obtaining the channel than node $c$.

Segment 2: For distance from 100 to 250, $(c,d)$ has a higher rate. First, by the same token as explained above, after flow $(c,d)$ transmits a packet, node $a$ will wait for EIFS, which is caused by the ACK transmission from $d$ that it can sense but not understand. Second, after flow $(a,b)$ transmits a packet, node $c$ will also wait for EIFS, which is caused by the DATA transmission from $a$ that it cannot understand. However, the subsequent ACK transmission from $b$, which node $c$ can understand, will interrupt EIFS according to the DCF standard [31]. Therefore, it remains that node $a$ has a smaller probability of obtaining the channel than node $c$.

Segment 3: For distance from 250 to 400, $(a,b)$ has a higher rate. On one hand, after flow $(a,b)$ transmits a packet, node $c$ will wait for EIFS, which is caused by ACK from $b$. This makes $c$ less likely to obtain the channel. On the other hand, after flow $(c,d)$ transmits a packet, node $a$ will wait for EIFS, which is caused by DATA from $c$. However, this does not make $a$ less likely to obtain the channel because the EIFS overlaps with the transmission of ACK from $d$. Note that EIFS = DIFS+SFIFS+ACK. Essentially, after we subtract the time for transmitting ACK (which includes SFIFS), node $a$ waits for the regular DIFS.

Segment 4: For distance from 400 to 550, $(c,d)$ has a higher rate. Both $c$ and $d$ are outside the carrier-sensing range of $a$, but they are in the carrier-sensing range of $b$. On one hand, when $c$ is transmitting, $a$ will sense an idle channel and attempt a
transmission to $b$, which is deemed to fail, causing exponential backoff and slowing down the rate of flow $(a, b)$. On the other hand, after $a$ and $b$ perform RTS/CTS exchange, $c$ will only wait for EIFS because it senses but does not understand CTS from $b$. Hence, when $a$ transmits DATA, $c$ may complete EIFS as well as its backoff timer and begin transmitting RTS, which will corrupt the reception of DATA at $b$.

Segment 5: For distance greater than 550, $(a, b)$ and $(c, d)$ have equal rates. Two flows move out of each other’s carrier-sensing range. They can both send packets at the highest rate supported by the channel capacity.
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