
IMPROVING FAIRNESS AND THROUGHPUT IN WIRELESS SYSTEMS

By

MING ZHANG

A DISSERTATION PRESENTED TO THE GRADUATE SCHOOL
OF THE UNIVERSITY OF FLORIDA IN PARTIAL FULFILLMENT

OF THE REQUIREMENTS FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY

UNIVERSITY OF FLORIDA

2010



c⃝ 2010 Ming Zhang

2



To my father

3



ACKNOWLEDGMENTS

I would like to thank my advisor, Prof. Shigang Chen, for his constant guidance,

support, and encouragement. I am privileged to have such a wonderful advisor, who

is at all times enthusiastic, optimistic, patient, helpful, and encouraging. He gave me

extensive advice and insight during the course of my research work.

My special thanks go to Prof. Sartaj Sahni, Prof. Jih-Kwon Peir, Prof. Ahmed Helmy,

and Prof. Tan Wong, for their instructive comments and support during my work. I would

also like to thank all my colleagues in Prof. Chen’s research group, including Zhan

Zhang, Liang Zhang, MyungKeun Yoon, Ying Jian, Tao Li, Wen Luo, Yan Qiao, Zhen Mo

and Shuang Lin, for providing a high level of research support.

I want to express my deepest love to my darling wife, Xuelian Xiao, my mother

Xingguo Li, my father Xianchang Zhang, and my angel Olivia Luoqiao Zhang. Their love,

understanding, and encouragement have always been the strongest support to me.

4



TABLE OF CONTENTS

page

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

CHAPTER

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.1 MAC-layer Time Fairness across Multiple Wireless LANs . . . . . . . . . 15
1.2 TCP Fairness across Multiple Wireless LANs . . . . . . . . . . . . . . . . 18
1.3 Improving Reading Throughput in Large RFID Systems . . . . . . . . . . 20

2 MAC-LAYER TIME FAIRNESS ACROSS MULTIPLE WIRELESS LANS . . . . 25

2.1 Network Model and Problem Definition . . . . . . . . . . . . . . . . . . . . 25
2.1.1 Network Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.2 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2 Time-Allocation Anomaly and Location-Sensitive Contention . . . . . . . 29
2.2.1 Time-Allocation Anomaly . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.2 Location-Sensitive Contention . . . . . . . . . . . . . . . . . . . . . 30

2.3 State of the Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.1 Type-I: Assume Knowledge of Contending Flows . . . . . . . . . . 31
2.3.2 Type-II: Assume Same Channel Perception . . . . . . . . . . . . . 31
2.3.3 Type-III: Assume no Knowledge of Contending Nodes and Different

Channel Perception . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.4 Other Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.4 A Solution for MAC-layer Time Fairness across Multiple WLANs . . . . . 35
2.4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4.2 Release Rate and Channel Occupancy Adaptation . . . . . . . . . 36
2.4.3 Queue Spreading . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.4 AIMD/QS+k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.4.5 Proportional Fairness and Interpretation of AIMD/QS+k . . . . . . 42

2.5 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.5.1 One Contention Group . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.5.2 Two Contention Groups . . . . . . . . . . . . . . . . . . . . . . . . 45
2.5.3 Multiple Contention Groups . . . . . . . . . . . . . . . . . . . . . . 46

2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5



3 TCP FAIRNESS ACROSS MULTIPLE WIRELESS LANS . . . . . . . . . . . . 54

3.1 Network Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2 TCP Unfairness among Contending WLANs . . . . . . . . . . . . . . . . . 56
3.3 State of the Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.3.1 Random Early Detection (RED) . . . . . . . . . . . . . . . . . . . . 57
3.3.2 Neighborhood RED (NRED) . . . . . . . . . . . . . . . . . . . . . . 57
3.3.3 Proportional Increase Synchronized Multiplicative Decrease (PISD)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3.4 Other Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.4 Wireless Probabilistic Drop (WPD) . . . . . . . . . . . . . . . . . . . . . . 60
3.4.1 Basic Idea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4.2 Periodical Measurement of State Information . . . . . . . . . . . . 61
3.4.3 Aggressive Mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4.4 Probabilistic Dropping . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.4.5 Minimum Rate Assurance . . . . . . . . . . . . . . . . . . . . . . . 62
3.4.6 Adaptive Intermittent Release . . . . . . . . . . . . . . . . . . . . . 63
3.4.7 WPD Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.5 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.5.1 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.5.2 Fairness Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.5.3 Case Study: A Base Scenario . . . . . . . . . . . . . . . . . . . . . 66
3.5.4 Scalability Study: Three Contention Groups . . . . . . . . . . . . . 67
3.5.5 A Street Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4 IMPROVING READING THROUGHPUT IN LARGE RFID SYSTEMS . . . . . 74

4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.1.2 Analog Network Coding (ANC) . . . . . . . . . . . . . . . . . . . . 76

4.2 Terminology and Problem Definition . . . . . . . . . . . . . . . . . . . . . 78
4.2.1 Terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2.2 Resolvable Collision Slots . . . . . . . . . . . . . . . . . . . . . . . 78
4.2.3 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.3 State of the Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4 Slotted Collision-Aware Tag Identification Protocol (SCAT) . . . . . . . . . 82

4.4.1 Protocol Description . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4.2 Collision Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.4.3 Determining the Optimal Value for pi . . . . . . . . . . . . . . . . . 83
4.4.4 Pseudo Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.4.5 Unresolvable Collision Slots and Channel Error . . . . . . . . . . . 86

4.5 Framed Collision-Aware Tag Identification Protocol (FCAT) . . . . . . . . . 87
4.5.1 Inefficiencies of SCAT . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.5.2 Using Frames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.5.3 Estimating the Number of Tags within FCAT . . . . . . . . . . . . . 89

6



4.5.4 Estimation Variance, V ( N̂i
Ni
) . . . . . . . . . . . . . . . . . . . . . . 92

4.6 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.6.1 Reading Throughput Comparison . . . . . . . . . . . . . . . . . . . 94
4.6.2 Effectiveness of Collision Resolution . . . . . . . . . . . . . . . . . 95
4.6.3 Report Probability . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.6.4 Impact of Frame Size . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

BIOGRAPHICAL SKETCH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

7



LIST OF TABLES

Table page

2-1 Delivery rate (in packets per second) and channel occupancy under PISD on
the Network of Fig. 2-9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2-2 Comparing the delivery rates (in packets/sec) and the channel occupancies
of the flows in the network of Fig. 2-9 under 802.11 DCF, CWSP, Idle Sense,
and AIMD/QS+k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2-3 Comparing the delivery rates (in packets/sec) and the channel occupancies
in the network of Fig. 2-13 under 802.11 DCF, CWSP, and AIMD/QS+k . . . . . 53

3-1 Comparing the flow rates (in packets/sec) of the flows in the network of Fig. 3-6
under PISD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3-2 Comparing the flow rates (in packets/sec) of the flows in the network of Fig. 3-3
under DropTail, NRED and WPD. . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3-3 Comparing the Fairness Index in Terms of Proportional Fairness in the network
of Fig. 3-3 under DropTail, NRED and WPD. . . . . . . . . . . . . . . . . . . . . 71

3-4 Comparing the flow rates (in packets/sec) of the flows in the network of Fig. 3-7
under DropTail, NRED and WPD. . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3-5 Comparing the flow rates (in packets/sec) of the flows in the network of Fig. 3-8
under DropTail, NRED and WPD. . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4-1 Reading throughput comparison when N varies from 1,000 to 20,000 . . . . . . 98

4-2 Empty, Singleton and Collision Time Slots when N = 10000 . . . . . . . . . . . 99

4-3 Tag IDs Resolved from Collision Slots . . . . . . . . . . . . . . . . . . . . . . . 99

4-4 The computed value of ω matches closely with the optimal value of ω obtained
by simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

8



LIST OF FIGURES

Figure page

1-1 Three partially overlapping WLANs form two contention groups g1 and g2, where
s1, s2 and s3 are three access points. A TCP flow from a server on the Internet
passes through an access point to a wireless client in each WLAN. Note that,
only the wireless part of a flow (from an access point to a wireless client) is
drawn in the figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2-1 Network Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2-2 Two contention groups. Flows (w , z) and (u, v) can transmit simultaneously. . 47

2-3 Two MAC flows in the same WLAN. . . . . . . . . . . . . . . . . . . . . . . . . 47

2-4 DCF on the network in Fig. 2-3 with flow (x , y) at 11 Mbps and flow (x , z) at 1
Mbps. A) The delivery rates. B) The channel occupancies. . . . . . . . . . . . 48

2-5 Two MAC flows in different WLANs contend. . . . . . . . . . . . . . . . . . . . . 48

2-6 Channel occupancies of the flows in Fig. 2-5 under DCF. A) Both flows transmit
at 11 Mbps. B) Flow (x , y) transmits at 11 Mbps and flow (u, v) at 1 Mbps. . . 48

2-7 Idle Sense on the network in Fig. 2-5 with flow (x , y) at 11 Mbps and flow (u, v)
at 1 Mbps. A) the delivery rates. B) the channel occupancies. . . . . . . . . . . 49

2-8 CWSP on the network in Fig. 2-5 with flow (x , y) at 11 Mbps and flow (u, v)
at 1 Mbps. A) the delivery rates. B) the channel occupancies. . . . . . . . . . . 49

2-9 Three WLANs form two contention groups g1 and g2. . . . . . . . . . . . . . . . 49

2-10 Comparing the channel occupancies of flows (x , y) and (u, v) in the network
of Fig. 2-5. The transmission rates of (x , y) and (u, v) are 11 Mbps and 1 Mbps,
respectively. A) Under 802.11 DCF. B) Under CWSP. C) Under Idle Sense. D)
Under AIMD/QS+k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2-11 Same as the caption of Fig. 2-10, but this time RTS/CTS is turned off. A) Under
802.11 DCF. B) Under CWSP. C) Under Idle Sense. D) Under AIMD/QS+k . . . 51

2-12 Comparing the channel occupancies of flows (x , y) and (u, v) in the network
of Fig. 2-5. The transmission rates of (x , y) and (u, v) are are 11 Mbps and
5.5 Mbps, respectively. RTS/CTS is turned off. A) Under 802.11 DCF. B) Under
CWSP. C) Under Idle Sense. D) Under AIMD/QS+k . . . . . . . . . . . . . . . . 52

2-13 Sixteen WLANs are deployed along two streets. Unless specified in the figure,
the default transmission rate of a flow is 11 Mbps. . . . . . . . . . . . . . . . . 53

3-1 Why TCP AIMD doesn’t work in wireless networks? A) TCP synchronized
AIMD in wired networks. B) TCP unfair AIMD in wireless networks. . . . . . . . 69

9



3-2 Two contending WLANs, where s1 and s2 are two access points. A TCP flow
from a server on the Internet passes through an access point to a wireless
node in each WLAN. Note that, only the wireless part of each flow (from an
access point to a wireless client) is drawn in all figures throughout this chapter. 69

3-3 Three partially overlapping WLANs form two contention groups g1 and g2, where
s1, s2 and s3 are three access points. A TCP flow from a server on the Internet
passes through an access point to a wireless client in each WLAN. . . . . . . . 69

3-4 The channel idle time sensed by the three senders s1, s2 and s3 in Fig. 3-3
under NRED. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3-5 The flow rates of the three TCP flows, f1, f2 and f3 in Fig. 3-3 under NRED. . . 70

3-6 Five TCP flows form two contention groups. . . . . . . . . . . . . . . . . . . . . 70

3-7 Six WLANs form three contention groups and each WLAN contains one TCP
flow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3-8 Twenty four WLANs are randomly deployed along two crossing streets and
each WLAN contains one TCP flow. . . . . . . . . . . . . . . . . . . . . . . . . 72

4-1 This example shows that a collision-resolution protocol may reduce the number
of time slots used to identify four tags from 11 time slots to 6 time slots. A)
Contention-based protocol. B) Collision-resolution protocol. . . . . . . . . . . . 97

4-2 Alice-Bob example for Analog Network Coding. . . . . . . . . . . . . . . . . . . 97

4-3 The relative bias of N̂i with respect to the number of tags. . . . . . . . . . . . . 97

4-4 The number of tags, Ni , is not a monotonic function in E(n1). Parameters:
pi = 1.414/Ni and f = 30. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4-5 FCAT reading throughput with respect to ω. . . . . . . . . . . . . . . . . . . . . 99

4-6 The reading throughput of FCAT is stabilized when f ≥ 10. . . . . . . . . . . . 100

10



Abstract of Dissertation Presented to the Graduate School
of the University of Florida in Partial Fulfillment of the
Requirements for the Degree of Doctor of Philosophy

IMPROVING FAIRNESS AND THROUGHPUT IN WIRELESS SYSTEMS

By

Ming Zhang

December 2010

Chair: Shigang Chen
Major: Computer Engineering

With the advancement of wireless technologies, wireless systems have been

widely used in today’s world. Especially, the IEEE 802.11 Wireless LANs (WLANs)

have covered a large portion of the urban areas to provide anytime, anywhere Internet

service. In addition, the Radio-Frequency Identification system (RFID) is another

important wireless network which promises to revolutionize the inventory management

in large warehouses, retail stores, hospitals, transportation systems, etc. In this

dissertation, we first propose novel solutions for improving fairness and throughput

in WLANs. We then introduce a new method to improve reading throughput in large

RFID systems.

Our first work focuses on achieving MAC-layer time fairness among contending

WLANs. The WLANs may overlap and contend with each other. We show that the

contention among nearby WLANs is location-sensitive, which makes some hosts much

more capable than others to obtain the channel for their transmissions. Another reality

is that wireless hosts use different transmission rates to communicate with the access

points due to attenuation of their signals. We show that location-sensitive contention

aggravates the throughput anomaly caused by different transmission rates. It can cause

throughput degradation and host starvation. Achieving time fairness across multiple

WLANs is a very difficult problem because the hosts may perceive very different channel

conditions and they may not be able to communicate and coordinate their operations
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due to the disparity between the interference range and the transmission range. In this

work, we design a MAC-layer time fairness solution based on two novel techniques:

channel occupancy adaptation, which applies AIMD on the channel occupancy of each

flow, and Queue Spreading (QS), which ensures that all hosts and only those hosts in a

saturated channel detect congestion and reduce their channel occupancies in response.

The proposed solution is called AIMD/QS+k. We show that AIMD/QS+k approximates

the generic adaptation algorithm for proportional fairness.

Our second work focuses on achieving transport-layer fairness among contending

WLANs. TCP is the dominating transport-layer protocol used by many applications

over WLANs. Contention among multiple nearby WLANs in urban areas may cause

severe TCP unfairness, where some TCP flows can achieve very high throughput

at the expense of starving others. This unfairness results from the fact that different

physical nodes conveying TCP flows at a wireless bottleneck may have different

channel observations and consequently they may provide inconsistent feedbacks

to the TCP sources. Existing solutions to this problem try to synchronize channel

observations of contending nodes by exchanging control messages among them.

They rely on the assumption that these nodes are within each other’s transmission

range, which however may not always hold. In this work, we design a new protocol,

called Wireless Probabilistic Drop (WPD), to improve TCP fairness without requiring

direct communication among nodes. In WPD, when a node detects congestion, it

probabilistically chooses to either drop some packets to resolve the congestion, or

aggressively spread the congestion signal to other contending nodes. Each node makes

the choice with a probability that is proportional to its flow rate. Henceforth, high-rate

flows tend to perform rate reduction more often, and low-rate flows are more likely to

increase their flow rates. Eventually, all flows passing the bottleneck are expected to get

a fair share of the channel bandwidth.
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Our third work focuses on improving the RFID reading throughput. In large RFID

systems, periodically reading the IDs of the tags is an important function to guard

against administration error, vendor fraud and employee theft. Given the low-speed

communication channel in which a RFID system operates, the reading throughput is

one of the most important performance metrics. The current protocols have reached the

physical throughput limit that can possibly be achieved based on their design methods.

To break that limit, we have to apply fundamentally different approaches. In this work,

we investigate how much throughput improvement the analog network coding can bring

when it is integrated into the RFID protocols. The idea is to extract useful information

from collision slots when multiple tags transmit their IDs simultaneously. Traditionally,

those slots are discarded. With analog network coding, we show that a collision slot is

almost as useful as a non-collision slot in which exactly one tag transmits. We propose

the Framed Collision-Aware Tag identification protocol (FCAT) that optimally applies

analog network coding to maximize the reading throughput, which is 51.1% ∼ 70.6%

higher than the best existing protocols.
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CHAPTER 1
INTRODUCTION

IEEE 802.11 Wireless LANs (WLANs) have been densely deployed in many urban

areas [2, 60] to satisfy the demand for Internet access from anywhere at anytime.

In a typical WLAN, a wireless router serving as an access point is connected to the

Internet via a cable modem. Several wireless clients such as laptops, mobile phones

and other wireless-enabled devices are connected to the access point wirelessly.

So many WLANs are located near one another. It has been observed that severe

fairness problems may occur among nearby WLANs sharing the same channel. We

will start from the MAC-layer to study the intriguing interplay between location-sensitive

contention and time-allocation anomaly in 802.11 DCF networks. Then, we will move

to the transport-layer and propose a new protocol for improving TCP fairness among

nearby contending WLANs.

Radio-Frequency Identification systems (RFID) have brought revolutionary change

to the inventory management in large warehouses, retail stores, hospitals, transportation

systems, etc. A RFID system involves a few readers (interrogators) and a large number

of tags (labels). The tag contains an integrated circuit for storing and processing data

and an antenna for communicating with the reader. A unique ID is assigned to each

tag and a tag is attached to an item. By accessing the IDs of the tags, the reader

can wirelessly identify and track the items from a distance even without line of sight.

In a large warehouse, it is required to periodically read the IDs of the tags to guard

against administration error, vendor fraud and employee theft. Because the RFID is

operated in a low-speed wireless channel and the number of tags is expected to be

large, the reading throughput becomes a critical performance metric. We will investigate

a fundamentally different approach to boost the RFID reading throughput.

14



1.1 MAC-layer Time Fairness across Multiple Wireless LANs

Cities are now crowded with wireless access points. At airport terminals, office

buildings, homes and shops, a laptop can often find several to a few dozens of access

points in usable range, most of which run the IEEE 802.11b/g protocol and each

supports a WLAN. With only three non-overlapping channels in 802.11b/g, nearby

WLANs will inevitably interfere with each other, giving rise to two intriguing problems at

the MAC-layer.

The first problem is location-sensitive contention [75]. The contention resolution

protocol, 802.11 DCF (Distributed Coordination Function), works well in a symmetric

environment where all hosts are downloading content via the same access point. But

it does not perform well in asymmetric settings that are common when hosts in nearby

WLANs contend in the same channel. Depending on their relative spatial locations,

some hosts may gain huge advantage in occupying the channel for their transmissions.

As they obtain most of the channel bandwidth, hosts in other WLANs are starved.

Location-sensitive contention is very difficult to deal with because of two fundamental

wireless properties. The first property is that contention is defined by the interference

or carrier-sensing range, whereas communication happens within the transmission

range. Consequently, contending hosts in different WLANs may not be able to explicitly

exchange or implicitly overhear necessary information to coordinate their operations.

They may not even know whom they contend with. The second property is that hosts

in different WLANs may sense very different channel conditions (in terms of channel

idle time, transmission failure rate, or buffer occupancy) even when they contend in

the same channel. When they observe the same channel in different states, if they

cannot communicate (due to the first property), their reactions are bound to be different,

causing unfairness. An extensive discussion on this issue can be found in [34]. Up to

date, the research on WLAN fairness has largely ignored the above two properties.

Most existing solutions rely on the assumption that the contending hosts are able

15



to communicate or overhear each other’s transmission or that they sense the same

channel conditions. The recent work of PISD [34] breaks away from such assumptions.

However, it requires that all wireless hosts must be in the same contention group, which

is often untrue in reality. Imagine a large number of WLANs are deployed in a city

center. They partially overlap one another to provide a full coverage of the whole area.

There is no way that they will all mutually contend with each other. PISD can cause

severe problems in such a scenario.

The second problem is time-allocation anomaly. IEEE 802.11b allows four different

transmission rates, 11Mbps, 5.5Mbps, 2Mbps and 1Mbps. IEEE 802.11g or 802.11a

allows eight different rates. The transmission rate of a wireless host is determined

through auto rate fallback based on how reliably the host can communicate with the

access point at a certain rate. The transmission rate will be lower if the host is further

away from the access point or there are obstacles (such as walls) between them. It is

well known that, if a single host in a WLAN chooses a low transmission rate, all other

hosts in the same WLAN suffer with low throughput [30]. To address the above anomaly,

researchers have proposed to replace throughput fairness with time fairness, in which

all hosts occupy the channel for the same fraction of time. However, most prior work

does not consider the impact of location-sensitive contention that exists among nearby

WLANs.

On one hand, location-sensitive contention can push time-allocation anomaly to

the extreme, allowing a low-rate host in one WLAN to obtain an excessive amount of

channel time and starve the high-rate hosts in a nearby WLAN. On the other hand,

location-sensitive contention makes time-allocation anomaly a much harder problem

to solve because contending hosts in different WLANs may be outside of each other’s

transmission range (but within the interference or carrier-sensing range). Unlike a

multihop wireless network that has a communication path between any two nodes, in

our WLAN setting, there may not exist any node between two contending hosts to relay
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their information. Most prior solutions for time fairness have largely ignored the impact

of location-sensitive contention. They either rely on a central coordinator [30, 66, 67], or

assume that each host has certain knowledge about its contending hosts [35], that the

contending hosts will sense the same channel condition [31, 52], or that all hosts in all

WLANs mutually contend [34]. These assumptions do not hold in general.

In this work, we solve the time fairness problem under location-sensitive contention

among multiple WLANs. Loosely speaking, our solution, called AIMD/QS+k , ensures

that each wireless host will receive a fair share of the channel time even when it has

no way to know exactly whom it contends with. Precisely speaking, AIMD/QS+k

approximately achieves proportional fairness in channel time allocation for the hosts

across multiple WLANs. The design of AIMD/QS+k is based on two novel techniques,

called channel occupancy adaptation and queue spreading. The former applies

additive increase multiplicative decrease on each host’s channel occupancy. The latter

accurately identifies which hosts saturate the channel during the time of congestion.

For example, suppose two hosts, x and y , in different WLANs cause congestion.

Due to location advantage, x can send out all its packets at the expense of lowered

throughput at y . Hence, only y detects congestion. To resolve congestion, both y and

x should perform multiplicative decrease. If y reduces its channel occupancy alone, x

will simply pick up the extra bandwidth and widen the unfairness. Without any means of

communication, how can y make sure that x (but none of its other contending hosts that

do not contribute to the current congestion) will join the channel-occupancy reduction?

Remarkably, this problem can be solved in a fully distributed way without requiring the

nodes to exchange information, overhear, or even know each other’s existence. We

demonstrate that AIMD/QS+k achieves almost perfect proportional fairness in scenarios

where the existing solutions fail.
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1.2 TCP Fairness across Multiple Wireless LANs

TCP is the dominating transport layer protocol used by many applications

over WLANs [18, 21]. People surf websites, chat by using instant messengers and

download files through TCP connections. However, it has been observed that TCP may

demonstrate several fairness problems in WLANs. One is the upstream/downstream

TCP unfairness within a single WLAN such that upstream flows may gain much more

channel bandwidth than downstream flows [4, 5, 54, 57]. Another one is the TCP

unfairness among multiple contending WLANs, where the TCP flows in some WLANs

may achieve very high throughput at the expense of starving others in nearby WLANs

[75, 78]. In this work, we will focus on the latter problem.

Based on network traffic conditions, TCP dynamically adjusts the source sending

rate by performing AIMD (Additive Increase Multiplicative Decrease) on its congestion

window. AIMD works well in wired networks, where a bottleneck router detects

congestion and notifies the TCP sources of the congestion. However, it may not always

work well in wireless networks because TCP flows may pass through different physical

nodes that contend in a bottleneck channel. These nodes may have different channel

observations and different capabilities of obtaining the channel for transmissions

[26, 34]. Consequently, when only some nodes (but not all) detect channel congestion,

the TCP flows that pass those nodes will receive congestion feedback but the flows

passing other nodes will not. For TCP to achieve fairness, congestion feedback must be

consistent across all flows that contend in the bottleneck. Inconsistent feedback to the

flow sources will render TCP ineffective in its rate control among contending flows.

Fig. 1-1 shows an example of three partially overlapping WLANs, where s1, s2

and s3 are access points. A TCP flow from a server on the Internet passes through an

access point to a wireless client in each WLAN. Note that we only draw the wireless part

of each TCP flow (from the access point to the wireless client) in all figures throughout

the dissertation. Suppose s1 and s2 contend and they form a contention group g1.
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Nodes s2 and s3 also contend and they form another contention group g2. But s1 and

s3 do not contend; they can transmit simultaneously. Because s2 contends with both

s1 and s3, it senses a busier channel and is less capable of accessing the channel due

to heavier contention. Hence, when the channel is saturated, as its queue builds up

and exceeds a threshold, s2 is likely to detect the congestion first. At the time when s2

detects congestion, s1 and s3 may still have small queues since they are more capable

of sending out their packets due to less contention (as we observe consistently in our

ns-2 simulations). If s2 immediately drops packets to inform the source of f2 to reduce its

sending rate, the congestion will be resolved while the flows passing s1 and s3 are still

performing additive increase. In this case, f1 and f3 will seize up the channel bandwidth

given up by s2. Hence, the TCP rate adaptation actually promotes unfairness among the

rates of f1, f2 and f3 because it penalizes the flow that experiences heavier contention

(and thus performs multiplicative decrease more frequently).

To solve this problem, Xu et al. [75] proposed NRED (Neighborhood Random Early

Detection). The basic idea is to make sure that all contending nodes observe the same

channel condition. For instance, in Fig. 1-1, s1, s2 and s3 periodically synchronize their

channel observations through exchanging control messages. Therefore, they can detect

channel congestion simultaneously and then drop packets to notify the TCP sources to

properly perform rate reduction, which leads to enhanced fairness. However, due to the

disparity among transmission/interference/carrier-sensing ranges [74], nodes that are

not able to directly communicate may still contend in the same channel. In Fig. 1-1, if s1,

s2 and s3 are outside of each other’s transmission range, NRED will fail because these

nodes cannot synchronize their channel observations and provide consistent feedbacks

to the TCP sources.

In this work, we propose a new solution, WPD (Wireless Probabilistic Drop), for

improving TCP fairness without requiring any means of direct communication among

contending nodes. It is a fully distributed solution that does not require any modification
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to the operational protocols of TCP and 802.11 DCF (except for certain MAC parameter

changes during congestion). We use the example in Fig. 1-1 to illustrate the basic

idea. Suppose s2 detects congestion first. Instead of dropping packets immediately, our

solution requires s2 to make a probabilistic choice between two states: resolution or

signaling. In the resolution state, s2 will drop packets to resolve the congestion. In the

signaling state, s2 will not drop packets, but instead it will signal other nodes about the

congestion by aggressively pushing more packets into the channel. As s2 grabs more

channel bandwidth, s1 and s3 will observe that their queues build up and eventually pass

the threshold. Once they detect congestion, they will perform similar operations. In our

solution, each node that detects congestion makes a choice between resolution and

signaling states; the probability for choosing the resolution state is proportional to the

node’s channel occupancy (i.e., the fraction of time during which the node occupies

the channel for its transmission). Hence, if s2 has a smaller channel occupancy, it will

have a higher probability to choose the signaling state, while s1 and s3 are more likely

to choose the other state and perform packet dropping. Consequently, f2 will increase

its sending rate more often while f1 and f3 perform rate reduction, which shrinks the

gap between the rate of f2 and the rates of other flows. Under such dynamics, our

simulations demonstrate that all contending flows receive fair shares of the channel

bandwidth over the long run in Fig. 1-1 as well as in other more complex scenarios.

1.3 Improving Reading Throughput in Large RFID Systems

The barcode system brings numerous benefits for the retail stores. It speeds up

the checkout process, makes the price change easier, and allows quick access for

the properties of each merchandize item. It also has serious limitation. A barcode

can only be read in close range. Suppose an inventory management policy requires

periodical reading of all items in order to guard against administration error, vendor

fraud and employee theft. One will have to use a portable laser scanner and manually

read the barcodes one after another, which is tedious and error-prone. RFID tags,
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which can be read wirelessly, provide an ideal solution to this problem [19, 79]. Each

tag carries a unique identification number (ID), and a RFID reader can retrieve the ID

of a tag even when there are obstacles between them. Although the passive tags are

most popular, they are not suitable for automated inventory management in a large

area because they can only be read in a few meters. In order to read all tags, we have

to either deploy numerous readers, each covering a small area, or manually move

a reader around, which is again inefficient and error-prone. This work considers the

battery-powered active (or semi-passive) tags that can be read in a long distance and

have more software/hardware resources than the passive tags.

The communication between the RFID reader and the tags is operated in a

low-speed channel. Yet the number of tags in a large RFID system is expected to

be very large. Therefore, one of the most critical performance metrics is the reading

throughput, which is the average number of unique tag IDs that the reader can collect

in a second. The current protocols have reached the physical throughput limit that can

be achieved based on their design methods. In the time-slotted ALOHA-based protocols

[16, 42, 56, 63, 68, 71, 82], a tag transmits its ID in each time slot (or some slot in a

frame) with a certain probability p until the receipt of its ID is acknowledged by the RFID

reader. The reading throughput is fundamentally limited by the probabilistic collision

that occurs in ALOHA-based networks. The optimal throughput is 1
eT

, where e is the

natural constant and T is the length of a time slot [61]. It is achieved when p is chosen

such that the probability for exactly one tag transmitting in each slot is 36.8%. The other

major class is the tree-based protocols, which organize the reading process in a binary

tree structure [9, 51, 83] and improve the reading throughput by balancing the tree

[3, 51, 72]. Analytical and simulation results have shown that the best performance of

the tree-based protocols is comparable to the best of the ALOHA-based protocols.

To break the fundamental limit of the ALOHA-based protocols, we have to resort to

fundamentally different approaches. In this work, we apply the recently-proposed analog
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network coding scheme [36] to RFID systems and investigate how significantly it can

improve the reading throughput.

What limits the throughput of the ALOHA-based protocols? Radio collision, which

happens when more than one tag transmits in a slot. The conventional wisdom is that

collision slots do not carry useful information and therefore those slots are wasted.

That is however not true. Recent research shows that, by embracing the interference

of wireless communication, physical-layer network coding can significantly improve

the network throughput [81]. In particular, the analog network coding scheme [36] has

been experimentally implemented. However, its usefulness has only been demonstrated

under “toy” examples.

The contributions in this work are two-fold: First, we optimally integrate analog

network coding into the RFID system to maximize the reading throughput by making

some collision slots almost as useful as non-collision slots (in which only one tag

transmits). The difference is that the former allow the RFID reader to learn new tag IDs

after some time, while the latter let the reader learn new IDs right away. Second, we

demonstrate the practical value of the analog network coding research by providing an

interesting application scenario.

Technically, we design the first collision-resolution tag identification protocol that

establishes the engineering and theoretical foundation for integrating analog network

coding into the process of tag reading. We derive the optimal system parameters for

improving the reading throughput. We also reduce the protocol overhead through

a framed structure and an embedded estimator for the number of tags that are

currently participating in the protocol. The proposed protocol is able to efficiently

utilize the information carried in collision slots and thus break the fundamental limit of

ALOHA-based protocols that do not use analog network coding. Our work answers two

important questions: How to optimally apply analog network coding for RFID reading?

How much throughput gain can analog network coding bring? The simulation results

22



show that the reading throughput can be improved by 51.1% ∼ 70.6% when using

today’s analog network coding method and the throughput can be much higher if the

coding method is improved in the future.

The rest of this dissertation is organized as follows. Chapter 2 proposes AIMD/QS+k,

the protocol for achieving MAC-layer time fairness under location-sensitive contention.

Chapter 3 proposes WPD, the protocol for improving TCP fairness among nearby

WLANs. Chapter 4 proposes FCAT, the protocol for improving reading throughput in

large RFID systems. Chapter 5 concludes our study.
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Figure 1-1. Three partially overlapping WLANs form two contention groups g1 and g2,
where s1, s2 and s3 are three access points. A TCP flow from a server on the
Internet passes through an access point to a wireless client in each WLAN.
Note that, only the wireless part of a flow (from an access point to a wireless
client) is drawn in the figure.
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CHAPTER 2
MAC-LAYER TIME FAIRNESS ACROSS MULTIPLE WIRELESS LANS

In this chapter, we study the MAC-layer time-allocation anomaly across multiple

WLANs under location-sensitive contention.

With only a limited number of non-overlapping channels, hosts in nearby WLANs

inevitably compete for the same channel. When a host transmits at a low transmission

rate, all other contending nodes may suffer with low throughput, which is the well-known

time-allocation anomaly. In addition, based on their relative spatial locations, contending

hosts may have different capabilities of obtaining the channel for their transmissions.

Some hosts may grab most of the channel bandwidth while the others are starved. This

is called location-sensitive contention. We observe that the location-sensitive contention

may push the time-allocation anomaly to the extreme, which causes unfair channel

bandwidth allocation and degrades the overall network throughput. We will propose a

novel solution to achieve MAC-layer time fairness.

The rest of this chapter is organized as follows. Section 2.1 presents the network

model and problem definition. Section 2.2 describes the time-allocation anomaly and

the location-sensitive contention. Section 2.3 discusses the related work. Section 2.4

proposes our AIMD/QS+k solution. Section 2.5 shows the simulation results. Section 2.6

gives the summary.

2.1 Network Model and Problem Definition

In this section, we give the network model and the problem definition.

2.1.1 Network Model

Consider a number of wireless access points that are deployed in an area. Each

access point connects one or more wireless hosts to the Internet. Each host has a

transceiver that can either transmit or receive at a time. An access point and its hosts

form a WLAN. The access point selects a channel, i.e., a sub-band of the available

frequency range, to communicate with its hosts. IEEE 802.11b/g has 11 channels,
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among which only three are non-overlapping. Transmissions in nearby WLANs that

select the same or overlapping channels may interfere with one another. However,

spatial channel reuse happens among distant WLANs that can use the same channel to

transmit simultaneously without interference.

Fig. 2-1 shows an example, where each circle represents an access point, each

square represents a host, and each solid line represents a wireless connection between

a host and an access point. A dashed line between two nodes (which can be either

access point or host) means that they are within each other’s carrier-sensing range.

We use a node to refer to either an access point or a wireless host. The sequence

of data packets sent from a node x to a node y constitute a MAC flow (x , y). The

transmission range of node x defines the distance within which another node is able to

decode the data transmitted by x . The interference range of node y defines the distance

within which another node’s transmission will interfere with y ’s reception of a packet from

x . The carrier-sensing range of node x defines the distance within which another node’s

transmission will cause x to sense a busy channel. To avoid collision, it should be set

no less than the maximum interference range, which can be 1.78 times the transmission

range as suggested in [74] (also the default value used in ns-2).1

We assume a DCF-like MAC protocol. Two MAC flows contend if the following

conditions are met: (1) their transmissions are made in the same channel or in channels

with overlapping frequency bands that cause interference, and (2) the sender of a flow

can carrier-sense the transmission of the other flow or the receiver of a flow is interfered

by the transmission of the other flow. If RTS/CTS is turned on, then contention also

1 Note that the carrier-sensing range can be artificially configured. It can be made to
equal the transmission range [12]. This however does not alter the fact that contention
goes beyond the transmission range because the interference range is not a quantity
that can be artificially configured. Reducing the carrier-sensing range to be smaller than
the interference range increases the chance of collision.
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happens if the receiver of a flow can carrier-sense the transmission of the other flow.

When the two flows (x , y) and (u, v) contend, we also say that node x has a contending

node u.

The transmission rate of a MAC flow (x , y) is defined as the modulation rate of

the sender x , at which x transmits its bits in the channel. The channel occupancy (or

occupancy for short) of a flow is defined as the fraction of a unit time during which the

flow occupies the channel for transmission. It includes both the time for transmitting

data packets and the time for control packets such as ACKs. The delivery rate of (x , y)

is defined as the average rate at which y can successfully receive data from x . It is

bounded by the transmission rate multiplied by the channel occupancy.

A maximal set of mutually contending flows is called a contention group, also known

as a contention clique in the prior work [32, 33]. The flows in a contention group have

to take turn to transmit. The sum of the channel occupancies for all flows in a group is

called the aggregate occupancy of the group, which is bounded by one. A contention

group is said to be saturated or congested if no flow can further increase its delivery

rate without decreasing the rate of another flow in the group. Two flows in different

contention groups may be able to transmit simultaneously due to channel spatial reuse.

An example is given in Fig. 2-2, which has two contention groups: g1 consists of (w , z)

and (x , y); g2 consists of (x , y) and (u, v). Flows (w , z) and (u, v) can transmit at the

same time.

2.1.2 Problem Definition

When there is only one contention group, the time fairness problem is to equalize

the channel occupancies of all MAC flows while fully utilizing the channel capacity.

However, when there are more than one contention group, it is not always possible

to equalize the flows’ channel occupancies because each flow experiences different

contention. Proportional fairness [37] has been introduced for such cases.
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Let F be the set of all MAC flows, G be the set of contention groups, and q =

(qf , f ∈ F ) be a vector of feasible channel occupancies, such that qf ≥ 0, ∀f ∈ F , and∑
f ∈g qf ≤ Qg, ∀g ∈ G , where Qg is the maximum aggregate occupancy that g can have

before it is congested. Qg will be smaller than one due to the protocol overhead of DCF.

A feasible vector q∗ is proportionally fair if for any other feasible vector q, the sum of the

proportional changes is non-negative [37], i.e.,

∑
f ∈F

q∗f − qf
q∗f

≥ 0. (2–1)

It has been shown in [37] that this is equivalent to find a feasible vector q that

maximizes the sum of a utility function U(qf ) = ln(qf ).

maximize
∑
f ∈F
U(qf )

subject to
∑
f ∈g
qf ≤ Qg,∀g ∈ G

qf ≥ 0,∀f ∈ F .

(2–2)

Exactly solving the problem in a run-time environment is extremely hard due to the

complex interaction among the contending flows, as we will elaborate in this work.

Our goal is to approximate the proportional time-fairness through a fully distributed,

DCF-compatible solution. DCF-compatibility means that the solution does not require

any modification to the DCF protocol or its random backoff algorithm, but it may retrieve

some state information from the MAC layer and modify some MAC parameters (such as

the size of the minimum contention window) on the fly.

We stress that the concept of contention group is introduced only to help us

describe our solution. The operations in our distributed solution never need to actually

identify which flows belong to each contention group or know the value of Qg. In fact,

Qg does not even have to be a constant. As it may drift over time, the optimal value for

qf will also evolve. Our solution will dynamically converge the channel occupancies of
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the flows towards their current optimal values. Unlike the previous work that constructs

the contention groups explicitly [32, 33], our solution does not do so because this is not

always feasible in our general setting where nodes that contend may not know each

other’s identities. For example, in Fig. 2-2, if the distance between z and x is greater

than the transmission range but smaller than the interference range, then x has no way

to know if it contends with one link or ten links.

2.2 Time-Allocation Anomaly and Location-Sensitive Contention

2.2.1 Time-Allocation Anomaly

The time-allocation anomaly among hosts in a single WLAN is a well known fact

[30]. DCF ensures that the MAC flows in a WLAN have equal chance to send their

packets. In other words, each MAC flow will send roughly the same number of packets

over long run. Suppose the flows have roughly the same average packet size. It will

take more time for a flow with a smaller transmission rate to transmit a packet. Hence,

DCF ends up giving more channel time to a MAC flow with a smaller transmission rate,

which effectively keeps the channel operate at the smaller rate more often, reducing the

WLAN’s overall throughput.

We demonstrate this anomaly through a simulation on the WLAN in Fig. 2-3, which

has two MAC flows, (x , y) and (x , z), whose transmission rates are 11 Mbps and 1

Mbps, respectively. All simulations in the work are performed in ns-2 [1]. The length of

each wireless link is 150m, the interference range is 1.78 times the length of the wireless

link [74], the transmission range is 250m, and the carrier-sensing range is 550m. The

packet size is 1000 bytes. Without (x , z), when (x , y) is the only active flow, its delivery

rate is 622 packets per second. Now with (x , z), one would expect the delivery rate

of (x , y) will be cut by half. However, Fig. 2-4A shows that the delivery rate of (x , y) is

merely 96 packet per second. Fig. 2-4B shows that its channel occupancy is just 0.12.

(The sum of the two flows’ channel occupancies is below one because of the protocol

overhead at the MAC and physical layers.)
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2.2.2 Location-Sensitive Contention

When MAC flows in nearby WLANs contend in the same channel, the relative

positions of the WLANs and their hosts can give some hosts much greater capability of

occupying the channel than others. This is called location-sensitive contention. Due to

the location-sensitive contention, we observe that time-allocation anomaly exists among

hosts in nearby WLANs even when the transmission rates of all hosts are the same.

We perform simulation on the network in Fig. 2-5, which models the scenario of two

neighboring homes whose WLANs operate in the same channel. When the transmission

rates of both links are 11 Mbps, the simulation result in Fig. 2-6A demonstrates that the

channel occupancies of the two flows are very different and dependent on the distance

between y and u. The hidden-terminal problem arising in Fig. 2-5 was first documented

and analyzed in [10], which, however, does not consider the fact that the carrier-sensing

range and interference range are greater than the transmission range. Readers are

referred to [34] for a much more detailed explanation on the cause of location-sensitive

contention in this network.

If the hosts that are more capable of obtaining the channel have low transmission

rates, their channel occupancies can become so high that other hosts will be totally

starved. If we add different transmission rates on top of location-sensitive contention,

they drive the time-allocation anomaly problem to the extreme. In Fig. 2-5, when the

transmission rate of (x , y) is 11 Mbps but the transmission rate of (u, v) is 1 Mbps, the

simulation result in Fig. 2-6B shows that the channel occupancy of (x , y) is almost zero

when the distance between y and u is less than 250 m.

2.3 State of the Art

Some existing time-fairness solutions [30, 66, 67] rely on a central coordinator,

which is not practically feasible when we deal with multiple WLANs that contend but may

not be able to communicate due to the disparity between the carrier-sensing range and
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the transmission range. Below we survey the distributed solutions, which are classified

into several types.

2.3.1 Type-I: Assume Knowledge of Contending Flows

A Type-I solution assumes that each node has certain knowledge about its

contending nodes. An example is the recent paper of TFCSMA [35]. It assumes that

each node knows the number of contending nodes, which is needed in computing the

node’s target throughput (equivalent to the delivery rate in this work).

However, in a wireless network, it is difficult to learn the set of contending flows

and keep track of which flows are currently active in sending data. Explicit exchange

of control packets or implicit overhearing requires the nodes to be within each other’s

transmission range. However, contention is defined by the carrier-sensing range,

which is much greater than the transmission range. Consider an example where the

carrier-sensing range is twice of the transmission range. Because the area outside

of the transmission range but within the carrier-sensing range is three times the area

within the transmission range, the number of contending nodes that cannot be identified

can be much greater than the number of flows that can be identified, which seriously

affects the performance of TFCSMA. The similar problem exists for the solutions

[32, 46, 47, 69, 75], which are designed for throughput fairness instead of time fairness.

They require information collected through overhearing, but not all contending nodes

can be overheard.

2.3.2 Type-II: Assume Same Channel Perception

A Type-II solution does not require a node to have any knowledge about its

contending nodes, but assumes that the contending nodes will sense the same channel

condition. An example is Idle Sense [28, 31], which uses a non-DCF protocol to adapt

each node’s contention window, such that the mean number of idle slots between two

transmissions in the channel is maintained at a certain desirable value, e.g., 5.6 for

802.11b. It works well for a single WLAN, but not for multiple WLANs. First, Idle Sense
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requires all nodes to sense the same idle time in the channel. In Fig. 2-5, suppose node

u is within the interference range of y but outside the carrier-sensing range of x . Even

when the channel is saturated by the transmission on (u, v), node x will sense an idle

channel! Second, even if all nodes sense the same idle time, Idle Sense may still work

poorly for multiple WLANs due to location-sensitive contention. We simulate Idle Sense

on the network in Fig. 2-5, where x and u are outside each other’s transmission range

but within the carrier-sensing range. The result is shown in Fig. 2-7. Idle Sense actually

starves flow (x , y) in this scenario.

The work by Nandagopal et al. [52] also falls in this category. It uses a non-DCF

time-slotted contention resolution protocol and assumes that the senders of all flows

in a contention group will have the same transmission failure probability, which is also

not true among contending hosts in different WLANs [34]. Consider the network in

Fig. 2-5, where u is outside of the carrier-sensing range of x but within the interference

range of y . When u transmits a data packet, x will sense an idle channel and transmit,

which always result in a transmission failure. When x transmits a data packet, if u also

transmits, it will not lead to a transmission failure (unless the ACKs from y and v happen

to be transmitted at the same time, which is a rare case).

2.3.3 Type-III: Assume no Knowledge of Contending Nodes and Different Chan-
nel Perception

A Type-III solution neither requires a node to have any knowledge about its

contending nodes, nor assumes that the contending nodes will sense the same channel

condition. One example is to fragment the packets [20]. Flows with smaller transmission

rates will have smaller fragment sizes. If the MAC flows transmit for roughly the same

number of times and each time transmit one fragment, then their channel occupancies

can be equalized. The opposite solution is to aggregate the packets [59, 62]. Flows

with larger transmission rates will have larger packet aggregates. Again, if the MAC

flows transmit for roughly the same number of times and each time transmit one
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aggregate, then their occupancies can be equalized. Both solutions use the number

of bits in each transmission to compensate the difference in the transmission rate.

Their assumption that DCF gives all MAC flows equal chance to transmit is true in the

symmetric setting when the flows belong to the same WLAN. However, it is not true in

asymmetric settings when the flows belong to different WLANs. Consider the network in

Fig. 2-5. Suppose the transmission rates of two flows are both 11 Mbps and the packets

have the same size. The above solutions are reduced to DCF. The simulation result is

shown in Fig. 2-6B. The channel occupancies of the flows are very different. Flow (u, v)

must have transmitted for many more times than flow (x , y) in order to produce its large

occupancy.

Another solution, CWSP (Contention Window Scaling Protocol) [38], is to make the

size of the minimum contention window inversely proportional to the transmission rate. It

decreases the probability for a flow with a small transmission rate to obtain the channel

and consequently reduces its channel occupancy. However, this heuristic approach

cannot bring quantitative precision and does not always work well. We simulate CWSP

on the network in Fig. 2-5, where the transmission rates of (x , y) and (u, v) are 11 Mbps

and 1 Mbps, respectively. The results are shown in Fig. 2-8, which exhibits reverse

discrimination — the channel occupancy of the 11-Mbps flow (x , y) is about twice the

occupancy of the 1-Mbps flow (u, v).

PISD [34] applies proportional increase synchronized multiplicative decrease

to control the rate of each flow. Its main objective is to achieve weighted throughput

fairness although it may be extended to approximate time fairness. However, it makes

an assumption that all flows belong to a single contention group. When the contention

group is saturated, any node that detects the congestion will jam the channel to help

other nodes also detect the congestion. This ensures that the nodes will perform

multiplicative decrease simultaneously. However, because all nodes will participate

in jamming, for a large deployment of WLANs that form many partially-overlapping
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contention groups, jamming will spill out to other contention groups that are not

saturated. It leads to cascaded jamming. It begins from one node at a congested

hot spot. Its jamming causes the nearby nodes to detect congestion because they can

hardly send out packets. When these nodes start their jamming, the nodes further away

will feel the impact. As the process repeats, nodes outside of the congested contention

group will falsely detect congestion and unnecessarily reduce their rates.

The above observation is confirmed by the simulation on the network in Fig. 2-9,

which has two overlapping contention groups: g1 has two mutually contending flows

and g2 has five flows. The two groups share a common flow (x , y). One would expect

the delivery rate of (w , z) will be high because channel spatial reuse occurs between

(w , z) and (u, vi), 1 ≤ i ≤ 4, since they do not contend. Let the transmission rates of all

flows be 11 Mbps. The simulation result is shown in Table 2-1. Due to cascade jamming,

the delivery rate of (w , z) is comparable to the rates of the flows that belong to the

bottleneck g2. The total occupancy of g2 is high. The total occupancy of g1 is however

very low. The reason is that, when g2 is congested and x performs jamming, not only u

in g2 will feel it, but w in g1 will also feel it.

2.3.4 Other Related Work

There is a wealth of theoretical study on utility optimization and proportional

fairness [37, 40, 45, 48]. Tremendous progress has been made to apply this theory

in wireless networks. However, the existing work assumes different network models

and thus cannot be directly applied to solve our problem. Some existing solutions

require a centralized, NP-hard scheduling algorithm for all wireless links [23, 43, 53].

Others assume a time-slotted cellular network model [22] or assume a node-exclusive

interference model [11, 17, 44] where links can transmit simultaneously as long as they

do not share a common node.

There is a large body of work on rate fairness in multihop wireless networks (MWN).

It may appear that the WLAN networks studied in this work are special cases of the
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general MWNs. This is not true. They are different problems and the WLAN networks

may pose greater challenges. For one, neighbors in an MWN can exchange information

(such as the case in [58, 75]), whereas the contending hosts in nearby WLANs may be

too far to communicate and the WLANs can be viewed as components of a partitioned

network.

2.4 A Solution for MAC-layer Time Fairness across Multiple WLANs

In this section, we propose our time fairness solution for WLANs, whose design

is based on two novel techniques, called channel occupancy adaptation and queue

spreading, which together approximately achieve proportional fairness among hosts in

contending WLANs.

2.4.1 Overview

The basic idea of our solution is to apply the AIMD (additive increase multiplicative

decrease) adaptation on channel occupancy in each contention group. More specifically,

all flows in a contention group perform AIMD on their channel occupancies. When the

aggregate occupancy of the group does not cause channel congestion, each flow in

the group will increase its channel occupancy by a constant amount, which is additive

increase. When the aggregate occupancy of the group becomes too large and causes

channel congestion, all flows in the group will decrease their channel occupancies by a

certain percentage, which is multiplicative decrease.

If there is only one contention group, then AIMD will indeed equalize the channel

occupancies of all flows. The gap between the largest occupancy l and the smallest

occupancy s among all flows stays the same after each additive increase but shrinks

after each multiplicative decrease. That is because, as both l and s are reduced by

the same percentage, l is reduced by a larger absolute amount, and hence their gap

shrinks. That gap diminishes over time after multiplicative decrease is performed

periodically.
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When there are multiple contention groups and each node may participate in more

than one group, then AIMD — which is performed independently in each group — may

not equalize the channel occupancies of all flows. As we will discuss in Section 2.4.5,

it approximately achieves proportional fairness. For example, in Fig. 2-9, flow (x , y)

participates in two contention groups. In proportional fairness, the channel occupancy

of (x , y) will be modestly smaller than those of other flows in g2 because (x , y) also

participates in multiplicative decrease in g1 (which happens less frequently because g1

only has two flows and it takes longer time for additive increase to congest the channel).

This is generally regarded as a positive feature because it strikes a balance between

fairness and throughput improvement. A smaller (but not too small) channel occupancy

for (x , y) improves the channel spatial reuse between (w , z) and (u, vi), 1 ≤ i ≤ 4, as

they can transmit simultaneously.

Our idea for time fairness faces two major technical problems. The first problem

is how to actually perform AIMD on channel occupancy. The second problem is most

challenging: When a contention group is congested, we want all flows in the group and

only the flows in the group to perform multiplicative decrease. Consider the example

in Fig. 2-9. Suppose g2 is congested. Among all flows in g2, (x , y) resides at the most

disadvantageous location. As (x , y) is least capable of obtaining the channel, it will be

the first to detect the channel congestion. If x performs multiplicative decrease to resolve

the congestion, other flows in g2 will continue performing additive increase to pick up the

bandwidth it has given up. Hence, node x must perform certain operations that cause u

(but not w ) to also detect the congestion. Recall that the nodes, x , u and w , may not be

able to directly communicate or overhear each other. The rest of the section will solve

these problems.

2.4.2 Release Rate and Channel Occupancy Adaptation

The control function of the proposed solution resides at the network layer. It does

not require any modification to the DCF protocol, but must be able to query for the
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queue length at the MAC layer and modify the size of the minimum contention window.

It adapts the channel occupancy of a flow by controlling the release rate, at which the

network layer releases packets into the MAC layer.

When the combined release rate of all flows in a contention group is small, the

channel can forward all packets released to the MAC layer. Hence, the delivery rate

is equal to the release rate, and the MAC-layer queue remains empty. The flows can

improve their channel occupancies by releasing more packets into the MAC layer. When

the combined release rate of the flows in the group becomes too high and the aggregate

channel occupancy is too large such that the channel is saturated, not all packets

released to the MAC layer can be forwarded. Excess packets have to be buffered at

the nodes’ MAC-layer queues. Eventually, one node will observe that its queue length

persistently grows and exceeds a threshold. The node will perform the operation of

queue spreading (in the next subsection), which ensures that the queue lengths at all

other nodes in the congested contention group will also exceed the threshold (such

that they all detect the congestion). Then, the nodes should reduce their channel

occupancies by decreasing the release rates, and fewer packets are made available to

the MAC layer in order to relieve the congestion.

Intuitively, the queue-length threshold for congestion detection should be proportional

to the transmission rate of the flow. That is because, under time fairness, a flow with a

low transmission rate will have a small release rate, which would make its queue harder

to pass the threshold (thus harder to detect congestion) if the threshold was a constant.

Hence, we define the threshold as H × r , where H is a system wide constant and r is the

flow’s transmission rate.

The protocol for channel occupancy adaptation is given as follows: Consider an

arbitrary MAC flow (x , y) with a transmission rate r . The sender x adapts its channel

occupancy after each time period of T . If its queue length at the MAC layer is below

the threshold H × r , it will additively increase its channel occupancy by a constant α.
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If the queue length reaches the threshold, it will multiplicatively decrease its channel

occupancy by a percentage β. To implement multiplicative decrease on the channel

occupancy, x simply reduces its release rate by a percentage β. To implement additive

increase on the channel occupancy, x increases its release rate by α × r (because

it takes α time to transmit α × r bits at rate r ). Hence, while all flows share the same

parameter α, the increments for their release rates, α × r , will be proportional to their

transmission rates.

2.4.3 Queue Spreading

We propose a new technique, called queue spreading, which makes sure that the

senders of all flows in a congested contention group will detect the congestion and they

will perform multiplicative decrease together.

The aggregate release rate Rg(t) of all flows in a contention group g is a function

of time t. Rg(t) =
∑
f ∈g Rf (t), where Rf (t) is the release rate of flow f . Let C(t) be

the maximum throughput that the group can possibly obtain from the channel at time

t. We stress that C(t) is only needed to describe our idea. The operation of queue

spreading does not rely on the knowledge of C(t). When Rg(t) exceeds C(t), if we look

at the flows as a whole, there are more packets released to the MAC layer than it can

send out. The excess packets increase the queue lengths of the flows at a combined

rate of Rg(t) − C(t). The problem is that, due to location-sensitive contention, most

excess packets may be queued up at one flow that is least capable of accessing the

medium. While that flow observes its queue length exceeds the threshold and performs

multiplicative decrease, other flows more capable of obtaining medium may still find

their queues empty and thus continue with additive increase, which will enlarge the gap

among the flow rates and result in worse unfairness.

Our solution to the above problem is to spread the excess packets among the

queues of all flows in the group. For an arbitrary flow (x , y) whose transmission rate is

r , whenever the packet queue at the sender x exceeds H × r , x will temporarily modify

38



its MAC parameters to increase its ability of obtaining the medium, such that its queue

length can be reduced back to H × r . When the queue length becomes H × r , the

node will restore the original MAC parameters. The idea behind queue spreading is very

intuitive: After a node detects congestion, the node will keep its queue length at H × r

by dynamically adjusting its MAC parameters. Because its queue no longer grows, the

excess packets in the channel will have to be buffered elsewhere, pushing the queues

at other nodes up. Once their queues reach the threshold, they will do the same thing.

Excess packets will always be pushed to the nodes that have not detected congestion

yet.

A node that performs channel jamming [34] tries to occupy the channel as much as

possible, and consequently it will affect all neighboring nodes, including those outside of

the saturated group. On the contrary, a node that performs queue spreading only tries

to match its sending rate with its release rate such that the local queue does not grow

further. Therefore, it will not affect the neighbors outside of the saturated group. Let rf

be the transmission rate of f . We have the following proposition.

Proposition 1: The senders of all flows in a contention group g will detect congestion by

the end of a time period [t0, t1) if the following conditions are satisfied: (1) Rg(t)−C(t) >

0, ∀t ∈ [t0, t1), (2)
∫ t1
t0
(Rg(t) − C(t))dt ≥

∑
f ∈g H × rf , and (3) queue spreading is

performed.

Proof: To prove by contradiction, we assume that a subset of flows, g′ ⊂ g, does not

detect congestion by time t1. On one hand, the flows’ packet queues are shorter than

their respective thresholds. Thus, the total number of packets in their queues is less than∑
f ∈g′ H × rf . On the other hand, by performing the operation of queue spreading, the

flows in g − g′ are more capable of obtaining the medium than those in g′. Hence, they

can control their queue lengths to the threshold values at the expense of the flows in g′,

whose queues will be growing. The total number of packets queued at the flows in g − g′

is
∑
f ∈g−g′ H × rf . During the time period [t0, t1), by Condition (1), the total number of

39



excess packets that are queued by all flows must be
∫ t1
t0
(Rg(t)− C(t))dt. Therefore, the

number of packets queued at the flows in g′ must be
∫ t1
t0
(Rg(t)−C(t))dt−

∑
f ∈g−g′ H×rf .

By Condition (2), this number is no less than
∑
f ∈g′ H × rf , leading to the contradiction.

2

It is easy to see that, if the congestion is detected by the senders of all flows in a

group, then the total number of excess packets in their queues that the channel cannot

deliver is at least
∑
f ∈g H × rf . We have the following necessary condition for congestion

detection.

Proposition 2: Suppose the senders of all flows in a contention group g have empty

queues at time t0 and Rg(t)− C(t) > 0, ∀t ∈ [t0, t1). If all flows detect the congestion of

g by time t1, then we must have
∫ t1
t0
(Rg(t)− C(t))dt ≥

∑
f ∈g H × rf .

2.4.4 AIMD/QS+k

We need to integrate queue spreading (QS) into the channel-occupancy adaptation

protocol in Section 2.4.2. However, a straightforward combination of the two will not

do the trick. The first integrated protocol, called AIMD/QS, is given as follows: Each

flow (x , y) performs the AIMD channel occupancy adaptation periodically as described

in Section 2.4.2. In addition, when the queue length at the sender x reaches the

threshold, x performs queue spreading until the end of the current period T when it

does multiplicative decrease. During the operation of queue spreading, if the queue

length is above the threshold, the sender x aggressively reduces its minimum contention

window to a small fraction of the default size in order to ensure that it has the priority

to occupy the channel. Once the queue length is reduced to the threshold, x restores

the default minimum contention window. By doing so, it keeps the queue length at the

threshold.

Proposition 2 states that, in order for the senders of all flows in a congested group g

to detect congestion, the number of excess packets buffered by all flows must be at least∑
f ∈g H × rf . However, AIMD/QS has no means to guarantee that. Let (x , y) be the flow
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in the group that is least capable of obtaining the channel, and r be its transmission rate.

In fact, as long as the number of excess packets is H × r , it may happen that all excess

packets end up in the queue of x , which detects congestion and performs multiplicative

decrease, while other nodes have empty queues.

To solve this problem, we design a generalized protocol, AIMD/QS+k , where k is a

non-negative integer. The sender of each flow carries out the operations of AIMD/QS

except that, after it finds its queue length reaches H × r , it will continue performing

additive increase for k subsequent periods of T before making multiplicative decrease.

Suppose a flow’s queue reaches H × r during [t0, t0 + T ). It will increase the release

rate at times t0 + T , t0 + 2T , ..., t0 + kT by an amount α × r , and then decrease the

release rate at time t0 + (k + 1)T by a percentage β. The idea is to make sure that there

will be enough excess packets to allow all nodes to detect congestion. The following

proposition gives the formula for picking the parameters of AIMD/QS+k , such that when

a contention group is congested, all flows in the group will detect the congestion and

thus perform multiplicative decrease. (The flows outside of any congested group will not

do that because there are no excess packets to push their queues over the threshold.)

Proposition 3: AIMD/QS+k ensures the detection of congestion by all flows in a

congested group if

H ≤ k(k − 1)
2

αT , for k ≥ 2. (2–3)

Proof: Consider an arbitrary time t = 0. Let g be the first contention group that

becomes congested after t = 0. When g becomes congested, its constituent flows

release more packets than the channel can deliver. The excess packets will eventually

push the queue length of a flow (u, v) in g over the threshold. Without losing generality,

suppose it happens during (iT , (i + 1)T ]. Let C be the channel capacity that can be

maximally obtained by the group g at the moment. Clearly, Rg((i +1)T ) > C . Otherwise,

there would be no excess packets to push the queue length of (u, v) to the threshold.
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Flow (u, v) will be the first one to perform multiplicative decrease and that will

happen at time t = (i + k + 1)T . Hence, Rg(.) is a non-decreasing function before

t = (i + k + 1)T . Because the release rate of each flow f in g increases by α × rf after

each period T , we must have Rg((i + 1 + j)T ) = Rg((i + 1)T ) + j
∑
f ∈g rf α. Hence,

∫ (i+k+1)T
(i+1)T

(Rg(t)− C)dt ≥
k−1∑
j=0

(Rg((i + 1 + j)T )− C)T

=

k−1∑
j=0

(Rg((i + 1)T )− C)T +
k−1∑
j=0

j
∑
f ∈g
rf αT

>

k−1∑
j=0

j
∑
f ∈g
rf αT =

k(k − 1)
2

∑
f ∈g
rf αT .

(2–4)

If (2–3) is met, we will have
∫ (i+k+1)T
(i+1)T

(Rg(t)− C)dt >
∑
f ∈g rf ·H. Hence, by Proposition

1, AIMD/QS+k makes sure that all flows in g detect the congestion. 2

2.4.5 Proportional Fairness and Interpretation of AIMD/QS+k

In their seminal paper [37], Kelly, Maulloo and Tan show that there exist fully

distributed algorithms that achieve global optimization of the system utility. Below we

rewrite their primal algorithm in our notations (with simplification of removing the weight).

Let F be the set of all flows and Gf be the set of contention groups to which flow f

belongs.
d

dt
qf (t) = α− qf (t)×

1

ε2

∑
g∈Gf

(
∑
f ′∈g

qf ′(t)−Qg + ε)+. (2–5)

The price functions (
∑
f ′∈g qf ′(t) − Qg + ε)+ for g ∈ Gf take the form suggested in [37],

such that when ε → 0, the above adaptation, when performed independently by the

senders of all flows, will maximize the system utility,
∑
f ∈F ln qf .

AIMD/QS+k can be interpreted as a discrete approximation of (2–5). The first

item on the right side of (2–5) suggests additive increase. AIMD/QS+k increases qf

by a constant amount α after each time period of T . The second item on the right

side suggests multiplicative decrease.
∑
g∈Gf (

∑
f ′∈g qf ′(t) − Qg + ε)+ is the penalty

42



factor. AIMD/QS+k decreases qf by a percentage β when the accumulated penalty∫ t1
t0

∑
g∈Gf (

∑
f ′∈g qf ′(t) − Qg + ε)+dt reaches a threshold, where t0 is the time when the

previous multiplicative decrease is performed and t1 is the current time.

The key is to measure the penalty for each contention group g,
∫ t
t0
(
∑
f ′∈g qf ′(t) −

Qg + ε)+dt, which becomes positive only when g is congested. It is likely that, for

any flow f , only one group in Gf is congested at a time if α is chosen small such that

a contention group will spend much more time without congestion than time with

congestion.

Interestingly, the price can be indirectly measured through the local queue

length. Let Rf (t) be the release rate of flow f and rf (t) be the transmission rate. In

AIMD/QS+k , the channel occupancy qf is controlled through the release rate Rf . In

(2–5), qf represents the resource demand of flow f . It is the channel occupancy that

the flow demands in order to transmit all released packets. Hence, qf is proportional to

Rf (because each bit takes the same amount of time to transmit). After g is congested,

further additive increase made by AIMD/QS+k will linearly increase the release rate (or

the channel occupancy) of each flow. In the mean time, the number of excess packets

that have to be buffered will increase proportionally. This implies that, approximately, the

combined queue length for all flows in g grows at a speed proportional to the amount of

excess channel occupancy, (
∑
f ′∈g qf ′(t) − Qg)+. Furthermore, the technique of queue

spreading ensures that the senders of all flows will see the same price as the excess

packets are spread among the queues to push all of them over the threshold. Here, the

price takes a discrete form, 0 if the threshold is not reached and 1 if the threshold is

reached.

2.5 Simulation

We perform extensive simulations on various scenarios to evaluate the performance

of AIMD/QS+k in achieving MAC-layer time fairness. We compare AIMD/QS+k with

some existing work, including 802.11 DCF, CWSP [38], and Idle Sense [31].
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All simulations are performed on ns-2. AIMD/QS+k works on top of DCF. The

parameters of DCF use the default values set by ns-2 according to the protocol

standards. For the channel occupancy adaptation, α = 0.03, β = 0.5, and T = 1

second. The parameters for queue spreading are determined based on Proposition

3. In particular, we choose k = 2 and H = 0.03 seconds, which satisfy (2–3) in the

proposition. The parameters of other solutions are chosen based on the original papers.

We use three simulation scenarios with increasing complexity. The results from a

simple scenario are easier to interpret, while the results from a complex scenario are

closer to what will be seen in practice.

2.5.1 One Contention Group

The first simulation scenario is based on the network of Fig. 2-5, which contains

only one contention group of two MAC flows, (x , y) and (u, v). The length of each

wireless link is 150m, the interference range is 1.78 times the length of the wireless link

[74], the transmission range is 250m, and the carrier-sensing range is 550m. The packet

size is 1000 bytes. These parameters will also be used in other scenarios.

Fig. 2-10 compares the channel occupancies of the flows achieved under DCF,

CWSP, Idle Sense, and AIMD/QS+k , respectively, with the transmission rate of (x , y)

being 11 Mbps and the rate of (u, v) being 1 Mbps. Under DCF, the channel occupancy

of (u, v) is much higher than the occupancy of (x , y). Under CWSP, the situation is

opposite. The occupancy of (x , y) is better. Idle Sense performs very well until the

distance is beyond 250m, where (u, v) is totally starved.

In real deployment of WLANs, RTS/CTS is often turned off. Our simulations find

that the network throughput is consistently higher without RTS/CTS. The reason is

that, according to the 802.11 standard, RTS/CTS are sent at the lowest transmission

rate. Hence, they will take 656 µs at 1 Mbps, which represent significant overhead,

considering that it only takes 940 µs to transmit a data packet of 1,000 bytes at 11

Mbps. We turn off RTS/CTS and re-run the simulation. The result is shown in Fig. 2-11.

44



Indeed, the aggregate channel occupancy is improved in each case. AIMD/QS+k can

maintain time fairness. The performance of Idle Sense improves when the distance

is greater than 250m, but degrades when the distance is smaller than 250m as the

11-Mbps flow (x , y) is depressed by the 1-Mbps flow (u, v).

We change the transmission rate of (u, v) from 1 Mbps to 5.5 Mbps and re-run the

above simulation (with RTS/CTS turned off). The result is shown in Fig. 2-12. Again,

only AIMD/QS+k achieves time fairness under location-dependent contention for all

distance values.

2.5.2 Two Contention Groups

The second simulation scenario uses the network of Fig. 2-9, which has two

contention groups. Group g1 contains two flows, (x , y) and (w , z). Group g2 contains five

flows, (x , y), (u, v1), (u, v2), (u, v3), and (u, v4). The length of each wireless link is 150m.

The distance between z and x is 200m. The distance between y and u is also 200m.

The transmission rate of (w , z) is 2 Mbps. The transmission rate of (u, v3) is 1 Mbps.

The transmission rates of other flows are 11 Mbps.

The simulation result is shown in Table 2-2. Under DCF, (x , y) is starved and the

occupancies of (u, v1), (u, v2) and (u, v4) are very low. Under either CWSP or Idle

Sense, (x , y) is starved. Under AIMD/QS+k , (x , y) has a decent channel occupancy,

even though it is smaller than others due to the nature of proportional fairness.

Comparing with the result of PISD in Table 2-1, AIMD/QS+k improves the channel

occupancy of (w , z) from 0.161 to 0.546. We shall not compare the delivery rates

because the transmission rate of (w , z) is 11 Mbps there and 2 Mbps here. The total

throughput of g1 under AIMD/QS+k is comparable to the throughput under DCF or Idle

Sense, but much better than the throughput under CWSP. The total throughput of g2

under AIMD/QS+k is much better than the throughput under DCF or Idle Sense, but

smaller than the throughput under CWSP.
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2.5.3 Multiple Contention Groups

The third simulation scenario is designed based on the network of Fig. 2-13, where

WLANs are deployed along two crossing streets. The relative positions of the nodes

are drawn in the figure. The length of each wireless link is 150m. The distance between

the closest nodes in two adjacent WLANs is 200m. The contention relationship among

the flows is automatically determined in ns-2 based these parameters and those in

Section 2.5.1. The transmission rates of some flows are specified in the figure, and the

rates of others are 11 Mbps by default.

The simulation result is shown in Table 2-3. Under DCF, flows 5, 11 and 15 have

very low channel occupancies. A few others have low occupancies. Under CWSP,

flows 8 and 14 have very low channel occupancies. Under Idle Sense, flows 1, 2, 3, 4,

and 9 have very low channel occupancies. This is not a surprising outcome because

Idle Sense was designed to work among hosts in a single WLAN. Under AIMD/QS+k ,

all flows have reasonable channel occupancies. Its overall distribution of channel

occupancies is much fairer than those of others. We believe this simulation result

demonstrates the strong performance of AIMD/QS+k under a complex scenario.

2.6 Summary

This chapter proposes a new time fairness solution that approximates the generic

adaptation algorithm for proportional fairness among multiple WLANs. The new

solution addresses the problem of location-sensitive contention, and considerably

outperforms the existing solutions. It is fully distributed. Each node only performs

localized operations. It is DCF-compatible and only needs to modify the size of the

minimum contention window.
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Figure 2-1. Network Model.
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Figure 2-2. Two contention groups. Flows (w , z) and (u, v) can transmit simultaneously.

y         x         z

Figure 2-3. Two MAC flows in the same WLAN.

Table 2-1. Delivery rate (in packets per second) and channel occupancy under PISD on
the Network of Fig. 2-9

flow rate occupancy flow rate occupancy
(w, z) 123.26 0.161 (u, v2) 123.27 0.161
(x, y) 112.35 0.147 (u, v3) 123.16 0.161
(u, v1) 123.17 0.161 (u, v4) 123.23 0.161
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Figure 2-4. DCF on the network in Fig. 2-3 with flow (x , y) at 11 Mbps and flow (x , z) at
1 Mbps. A) The delivery rates. B) The channel occupancies.
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Figure 2-5. Two MAC flows in different WLANs contend.
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Figure 2-6. Channel occupancies of the flows in Fig. 2-5 under DCF. A) Both flows
transmit at 11 Mbps. B) Flow (x , y) transmits at 11 Mbps and flow (u, v) at 1
Mbps.
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Figure 2-7. Idle Sense on the network in Fig. 2-5 with flow (x , y) at 11 Mbps and flow
(u, v) at 1 Mbps. A) the delivery rates. B) the channel occupancies.
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Figure 2-8. CWSP on the network in Fig. 2-5 with flow (x , y) at 11 Mbps and flow (u, v)
at 1 Mbps. A) the delivery rates. B) the channel occupancies.
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Figure 2-9. Three WLANs form two contention groups g1 and g2.
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Figure 2-10. Comparing the channel occupancies of flows (x , y) and (u, v) in the
network of Fig. 2-5. The transmission rates of (x , y) and (u, v) are 11 Mbps
and 1 Mbps, respectively. A) Under 802.11 DCF. B) Under CWSP. C) Under
Idle Sense. D) Under AIMD/QS+k .

Table 2-2. Comparing the delivery rates (in packets/sec) and the channel occupancies of
the flows in the network of Fig. 2-9 under 802.11 DCF, CWSP, Idle Sense, and
AIMD/QS+k .

802.11 DCF CWSP Idle Sense AIMD/QS+k
flow rate occupancy rate occupancy rate occupancy rate occupancy

(w, z) 201.08 0.865 155.64 0.670 205.83 0.886 126.83 0.546
(x, y) 0.347 0.001 5.96 0.008 2.07 0.003 75.84 0.099
(u, v1) 66.18 0.086 183.47 0.239 107.87 0.141 138.01 0.180
(u, v2) 64.48 0.084 182.53 0.238 112.69 0.147 138.59 0.181
(u, v3) 67.67 0.594 14.63 0.128 42.29 0.371 22.62 0.199
(u, v4) 67.85 0.088 183.67 0.240 109.37 0.143 138.63 0.181
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Figure 2-11. Same as the caption of Fig. 2-10, but this time RTS/CTS is turned off. A)
Under 802.11 DCF. B) Under CWSP. C) Under Idle Sense. D) Under
AIMD/QS+k .
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Figure 2-12. Comparing the channel occupancies of flows (x , y) and (u, v) in the
network of Fig. 2-5. The transmission rates of (x , y) and (u, v) are are 11
Mbps and 5.5 Mbps, respectively. RTS/CTS is turned off. A) Under 802.11
DCF. B) Under CWSP. C) Under Idle Sense. D) Under AIMD/QS+k .
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Figure 2-13. Sixteen WLANs are deployed along two streets. Unless specified in the
figure, the default transmission rate of a flow is 11 Mbps.

Table 2-3. Comparing the delivery rates (in packets/sec) and the channel occupancies in
the network of Fig. 2-13 under 802.11 DCF, CWSP, and AIMD/QS+k .

802.11 DCF CWSP Idle Sense AIMD/QS+k
flow rate occupancy rate occupancy rate occupancy rate occupancy

flow1 52.88 0.108 79.79 0.164 3.29 0.007 61.12 0.125
flow2 51.18 0.067 169.37 0.221 4.54 0.006 81.74 0.107
flow3 54.45 0.452 13.23 0.116 0.193 0.002 20.59 0.181
flow4 52.27 0.068 139.29 0.182 6.25 0.008 77.97 0.102
flow5 21.41 0.044 48.55 0.099 303.07 0.622 78.03 0.160
flow6 97.18 0.853 36.03 0.316 6.85 0.060 42.51 0.373
flow7 37.29 0.076 226.47 0.464 367.19 0.753 169.03 0.347
flow8 15.11 0.133 1.92 0.017 61.01 0.536 17.31 0.152
flow9 73.08 0.095 72.82 0.095 23.01 0.031 169.95 0.222
flow10 469.73 0.613 538.69 0.702 132.73 0.173 257.31 0.336
flow11 10.35 0.013 76.78 0.100 120.99 0.158 86.21 0.112
flow12 89.71 0.788 7.51 0.066 45.31 0.398 43.30 0.380
flow13 107.07 0.140 549.74 0.717 349.47 0.456 264.33 0.345
flow14 31.41 0.064 1.87 0.004 195.93 0.402 43,48 0.089
flow15 16.82 0.022 362.29 0.472 63.43 0.083 203.11 0.265
flow16 105.77 0.929 40.15 0.352 95.09 0.835 60.01 0.527
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CHAPTER 3
TCP FAIRNESS ACROSS MULTIPLE WIRELESS LANS

In this chapter, we study the transport-layer TCP fairness problem among multiple

contending WLANs.

It has been observed that TCP flows in some WLANs may achieve very high

throughput at the expense of starving the flows in other nearby WLANs. This unfairness

may barely be noticeable if users access the network intermittently. However, as the

Internet has become increasingly video-rich, unfairness at its wireless perimeter will be

noticeable to the users engaging in long video-streaming sessions, such as wireless

IPTV and remote camera monitoring. As we know, to ensure fair channel bandwidth

allocation in wired networks, we have CSMA/CD at the MAC-layer for one-hop links and

TCP at the transport-layer for end-to-end flows. Hence, after we propose AIMD/QS+k in

Chapter 2 for achieving MAC-layer time fairness in WLANs, we will continue to propose

a novel solution for improving fairness among contending TCP flows.

The rest of this chapter is organized as follows. Section 3.1 presents the network

model. Section 3.2 describes the TCP fairness problem among contending WLANs.

Section 3.3 discusses the related work. Section 3.4 proposes our new protocol for

improving TCP fairness. Section 3.5 shows the simulation results. Section 3.6 gives the

summary.

3.1 Network Model

In this section, we present the network model used in this chapter.

We consider a common scenario where multiple WLANs coexist in an area. A

typical WLAN consists of an access point and multiple wireless clients. We assume

IEEE 802.11 a/b/g DCF or other DCF-like protocols at the MAC layer. Each WLAN

selects one channel (a sub-band of frequency range) for data transmissions between

the access point and clients. With only a limited number of non-overlapping channels
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in 802.11 wireless networks, a WLAN may contend in the same channel with nearby

WLANs.

We consider TCP flows (or TCP connections) between wireless clients and

Internet servers. Each flow passes an Internet wired path and a final wireless link

across a WLAN. TCP performs well for congestion on the wired path, but not for the

wireless link, which is the focus in this work. It is well known that packet drops due

to wireless transmission failures can interfere with TCP congestion signaling. This

problem has been studied extensively and can be largely solved by increasing the

number of retransmission attempts. This work investigates a less-studied issue, i.e.,

how inconsistent channel observations by different contending nodes will cause the TCP

rate adaptation to fail in achieving its fairness objective (see the introduction) and how to

solve this problem.

The flow rate of a TCP connection is defined as the number of packets that the

wireless client successfully receives per second. The sending rate is defined as the

number of packets that the source of a TCP flow (e.g., a server on the Internet) sends

out per second. When a TCP flow crosses a wireless link, the channel occupancy of the

wireless node that forwards the packets is defined as the fraction of time that the node

occupies the channel for its data delivery (i.e., DATA/ACK exchanges).

Both access points and wireless clients are referred to as nodes. Two nodes

contend if one’s data transmission can make the other sense a busy channel or corrupt

the other’s data reception. A group of mutually contending nodes forms a contention

group. A node may participate in multiple contention groups. We use the concept of

contention group only to simplify the presentation of the work; the operations in our

solution do not need to know the actual contention relationship among wireless nodes.

In the discussion of a wireless node carrying a TCP connection, we often use the flow

rate of the wireless node to refer to the flow rate of the TCP connection that the node

carries.
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3.2 TCP Unfairness among Contending WLANs

TCP performs AIMD (Additive Increase Multiplicative Decrease) on congestion

window size to dynamically adjust source sending rate for achieving high throughput

and fairness. Specifically, the sender of a TCP flow additively increases its sending rate

to exploit residual channel bandwidth. And it multiplicatively decreases its sending rate

when congestion is detected.

On the Internet, when a router is congested and begins to randomly drop packets,

packet loss is felt by all TCP flows that pass through the router. Hence, multiplicative

decrease will be performed at all senders. We illustrate the rates of two TCP flows over

time in Fig.3-1A. The rates are normalized such that congestion occurs when their

sum is equal to 1. Initially, the rates are different. At each multiplicative decrease, the

two rates are reduced by the same percentage and consequently the larger rate will

be reduced by a larger amount, closing the gap between the two. Eventually, the rates

converge to the same value after a series of multiplicative decreases. Now, consider the

wireless network in Fig.3-2, where two wireless nodes are downloading from the Internet

via access points s1 and s2, respectively. At time 6 in Fig.3-1B, when the combined

rate of flow f1 and f2 reaches the channel capacity, because node s2 is more capable

of obtaining the channel bandwidth than node s1 (due to the hidden-terminal problem),

it can successfully forward most of its packets, while node s1 observes buffer buildup

and packet drop. Consequently, the sender of flow f1 detects congestion and performs

multiplicative decrease, while the sender of flow f2 does not. Since flow f1 experiences

multiplicative decrease more frequently, its average rate will be smaller than that of flow

f2. The complexity of the problem will become extraordinary when we move to multiple

partially-overlapping WLANs.
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3.3 State of the Art

In this section, we discuss the existing solutions for improving TCP fairness in

wireless networks. We first discuss why RED [25], NRED [75] and PISD [34] cannot

solve the TCP fairness problem in WLANs. We then present other related work.

3.3.1 Random Early Detection (RED)

RED [25] has been widely deployed in wired networks to relieve channel congestion

and enhance TCP fairness. The basic idea of RED is that, when a router detects

congestion, it will probabilistically drop each new arrival packet to inform the senders

of all passing TCP flows to reduce their sending rates. The flows experience packet

dropping proportional to their flow rates, which improves fairness among contending

flows. However, among a group of contending WLANs, there is no such a central router

acting as a traffic coordinator. The TCP flows contending at the bottleneck may pass

different physical nodes. These nodes may have different channel observations in terms

of buffer occupancy, transmission failure rate or channel idle time. Consequently, they

will provide inconsistent feedbacks to the senders of TCP flows, causing unfairness.

3.3.2 Neighborhood RED (NRED)

To solve RED’s problem, Xu et al. proposed NRED [75] for wireless networks. The

basic idea of NRED is to make sure all contending nodes observe the same channel

condition. Specifically, all nodes monitor the channel busy/idle status and periodically

synchronize their observations by explicit message exchanges. Consequently, all nodes

can detect congestion simultaneously. They will then drop packets with probabilities

proportional to their flow rates, which help enhance TCP fairness. However, NRED relies

on the assumption that all contending nodes can overhear each other, which may not

always be true. Multiple contending WLANs may be deployed in a large area such that

they may contend for the same channel yet not be able to directly communicate due to

the limited transmission range.
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We show an example in Fig.3-3. There are three overlapping WLANs forming

two contention groups. The nodes in different WLANs are outside of each other’s

transmission range and thus they cannot directly communicate. Fig.3-4 shows that

the nodes s1, s2 and s3 have quite different channel observations in terms of channel

idle time. Nodes s1 and s3 always sense much more channel idle time than node s2

does. Since they cannot synchronize their perceptions of the channel conditions by

exchanging messages, they will experience unfair packet dropping. This unfair packet

dropping will lead to different rates of the TCP flows passing s1, s2 and s3. Fig.3-5 shows

that f1 and f3 achieve very high throughput while f2 is almost starved.

3.3.3 Proportional Increase Synchronized Multiplicative Decrease (PISD)

As we can see, the TCP unfairness stems from the MAC-layer unfairness. Can we

solve the TCP fairness problem by achieving the MAC-layer fairness?

In [34], Ying et al. proposed PISD to achieve MAC-layer rate fairness in asymmetric

wireless network settings. Without requiring direct communications, PISD uses a

channel jamming technique to force all contending nodes to detect congestion. Then,

all nodes perform synchronized rate reduction to resolve the congestion. Eventually, all

flows can achieve the same flow rate. However, PISD only focuses on the MAC-layer

and it lacks of interaction with TCP congestion control mechanism. For example, PISD

needs to observe a certain number of queued packets to detect congestion. And

it has to push out enough packets within a short period of time to jam the channel.

But the sender of a TCP flow may have extremely low sending rate when the flow

experiences heavy channel contention. Consequently, the node carrying this TCP flow

at the bottleneck may not be able to accumulate enough packets to trigger and perform

PISD’s rate control function.

We perform a simulation on the network of Fig.3-6, where five TCP flows form

two contention groups. The heavy channel contention may push the rate of flow f2 to
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extremely low. Table 3-1 shows that the flow f2 is still starved under PISD. This example

demonstrates that MAC-layer fairness does not directly lead to TCP fairness.

3.3.4 Other Related Work

Yang et al. [78] proposed a non-work-conserving scheduling for improving TCP

fairness among flows crossing wireless ad hoc networks and wired networks. The basic

idea is to set a timer to control the speed of sending packets to the MAC layer. The

length of the timer is determined by the flow rate. It tries to enhance fairness among

contending flows by punishing high-rate flows. This approach is simple; however, it

significantly downgrades the overall throughput.

Ergin et al. [21] verified the TCP performance degradation by testbed traces in

an unplanned deployment of WLANs. Some works has been proposed to mitigate

the interference between two nearby WLANs by transceiver parameter optimization

[6, 70, 84], channel assignment [49, 50] and association control [8, 49]. However, they

may cause channel underutilization or incur long delays. Moreover, they cannot solve

the TCP fairness problem in a dense deployment.

There is a large body of work on TCP upstream/downstream fairness in WLANs

[4, 5, 54, 57]. Pilosof et al. [57] illustrated the TCP upstream/downstream throughput

anomaly within WLANs through analysis, simulation and experiment. They proposed

to control the receiver window of all TCP flows at the access point side to provide

more channel bandwidth for downstream flows. Park et al. [54] introduced channel

access cost that is used to inform the TCP sender to adjust its sending rate to

achieve per-station fairness. Aguilera et al. [5] used Idle Sense [31] method to assign

sufficient bandwidth to the access point. Abeysekera [4] dynamically adjusted the

minimum contention window at access points according to the ratio of the total rate of

downstream flows to the rate of an upstream flow. All the above works focus on the TCP

unfairness within a single WLAN and they cannot be applied to the scenarios of multiple

overlapping WLANs.
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Another line of research is to address fairness issues over multihop wireless

networks [58, 73, 76, 77, 80]. However, the TCP unfairness among nearby WLANs

studied in this work has different emphasis. In a multihop network, a flow can carry

certain information for the nodes along a routing path [58, 80]. Contrarily, two WLANs

may contend for the same channel but they have no means of direct communication.

3.4 Wireless Probabilistic Drop (WPD)

In this section, we first explain the basic idea behind our solution WPD (Wireless

Probabilistic Drop), then introduce several rate control techniques, and finally describe

how they work together to enhance TCP fairness.

3.4.1 Basic Idea

Each wireless node monitors the size of the local MAC-layer queue and measures

its channel occupancy. A node detects channel congestion when its queue size exceeds

a certain threshold1 . If the node that detects congestion drops packets immediately, it

may cause unfairness because the contending nodes in the same saturated channel

may not yet detect congestion and hence they may not drop packets. To solve this

problem, instead of dropping packets immediately, we make the node to transit from

its normal state to either resolution or signaling state for a period of time T (such as 1

second in our simulations).

In the resolution state, the node emulates RED (Random Early Detection) [25] by

probabilistically dropping packets to resolve congestion. It causes the TCP source to

observe triple duplicate ACKs and consequently reduce the sending rate by shrinking

the congestion window. In the signaling state, instead of dropping packets, the node

aggressively competes for channel access by modifying its MAC parameters, such as

reducing the minimum contention window. This is called the aggressive mode. Our

1 The same method is used in [34], whose focus is however on MAC flows, instead of
TCP flows.
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previous research has shown that reducing the minimum contention window is very

effective for enhancing a node’s ability to occupy the channel. As this node enters the

aggressive mode for a period of time and consumes more channel bandwidth, other

contending nodes send out fewer packets. They will observe their queues build up and

exceed the threshold. In this way, the congestion signal is spread to these nodes without

explicit communication, causing them to transit to either resolution or signaling state.

The probability for a node to choose the resolution state is proportional to the

node’s current channel occupancy. Hence, nodes with low channel occupancies tend

to select the signaling state and grab more channel bandwidth, while nodes with high

channel occupancies are more likely to select the resolution state that causes the

traversing TCP flows to reduce rates, which helps achieving fairness. It may happen

that the contending nodes all choose the signaling state. In this case, some nodes will

observe queue overflows, and the standard taildrop is performed to resolve congestion.

Below we give more detailed description for various techniques that are employed

by WPD.

3.4.2 Periodical Measurement of State Information

Each wireless node periodically measures its average queue size q̄ and average

channel occupancy ū to learn the channel condition. It also measures the average rate r̄

of each TCP flow that it carries. At the end of every measurement period m (such as 0.1

second), the new value of q̄ is computed as q̄ := (1 − w) × q̄ + w × q, where := is the

assignment operator, q is the current queue size, and 0 < w < 1, which is the parameter

for weighted moving average. Similarly, ū := (1− w)× ū + w × u, where u is the current

channel occupancy, and r̄ := (1 − w) × r̄ + w × (pks/m), where pks is the number of

packets successfully delivered by the wireless node during the measurement period.

3.4.3 Aggressive Mode

In the 802.11 DCF, after a node successfully transmits a packet, it randomly picks

a number from [0, CWmin] as the value of the backoff timer for its next packet. CWmin
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is known as the minimum contention window, which is the initial window size for the

exponential backoff algorithm. The default value of CWmin is 31. In WPD, a node in the

signaling state will enter the aggressive mode by temporarily reducing CWmin to a small

value (such as 3 in our simulations) for a period of time. With a reduced value of CWmin,

the node is more capable of obtaining the channel than other contending nodes. As this

node aggressively occupies the channel, less bandwidth is left for others, whose queue

lengths are then forced up. Hence, the aggressive mode is used by a node that has

detected congestion to spread the congestion signal to other contending nodes.

3.4.4 Probabilistic Dropping

In the resolution state, a node resolves congestion by dropping packets, which

informs the TCP sources to reduce their sending rates. We adopt a probabilistic

dropping algorithm that emulates the RED [25] in wired networks: A base probability

pb is first computed as pmax × ū, where pmax is a predefined maximum packet dropping

probability. Then the node drops each arrival packet with a probability pa := pb/(1 −

count × pb), where count is the number of packets that have been forwarded since

the previous packet drop. Hence, the dropping probability is an increasing function of

the node’s channel occupancy. A node with higher channel occupancy will drop more

packets in its resolution state, which helps improve fairness among the contending

nodes.

3.4.5 Minimum Rate Assurance

To avoid starvation, it is desirable to ensure that each TCP connection has a

minimum rate rmin, even for one that is carried by a wireless node under the heaviest

contention. As an optimization, when a wireless node detects that the average flow rate

r̄ is below rmin, it enters the aggressive mode until r̄ reaches rmin. Ensuring the minimum

flow rate has a positive impact in WPD because it assures that a node in the signaling

state will have enough arrival packets to occupy the channel in order to spread the
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congestion signal. Without enough arrival packets, the node would have to inject fake

packets to occupy the channel, which wastes bandwidth.

3.4.6 Adaptive Intermittent Release

When multiple wireless nodes contend in the same channel, if all of them continuously

compete for channel access, collision can happen frequently. We design a method

called adaptive intermittent release to interrupt the pattern of continuous channel

access. A node stores the received packets in a network-layer queue and releases the

packets to a MAC-layer queue for transmission. Based on the channel condition, we

control the time tips (called Inter-Packet Spacing) between two consecutive releases.

After the MAC layer transmits all its packets, it may have to wait for the network layer to

release the next one. We observe that, at the congestion time, such wait helps reduce

collisions.

The adaptation of tips is described as follows: When a node performs probabilistic

dropping in its resolution state, it performs multiplicative increase on tips such that

tips := (1 + α) × tips after each measurement period m until the congestion is resolved

(i.e., the average queue length falls below the threshold), where α is the factor of

multiplicative increase. In all other cases, the node performs additive decrease on tips

such that tips := tips − β, where β is a constant value. If tips becomes less than 50µs, we

set it to be 50µs. The rationale behind the above adaptation is to keep tips small unless

congestion occurs. When that happens, we increase the inter-packet spacing for nodes

in the resolution state. As we will see in the next subsection, nodes with higher channel

occupancies are more likely to be in this state. Their larger inter-packet spacings make

it easier for other nodes with lower channel occupancies to access the channel during

congestion.

When adaptive intermittent release is used, the queue length q̄ is measured based

on the combined length of the network-layer queue and the MAC-layer queue.
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3.4.7 WPD Protocol

We now assemble the above rate control techniques to form WPD. Each node can

be in one of three states: normal, resolution and signaling.

In the normal state, a node releases packets from the network layer to the MAC

layer through adaptive intermittent release. After each measurement period m, the node

computes q̄, ū and r̄ . When q̄ is below a threshold H, it additively decreases tips . Once

q̄ exceeds H, it draws a random number rd from [0, 1]. If rd ≤ ū, the node transits to

the resolution state to perform probabilistic dropping; otherwise, if rd > ū, it transits to

the signaling state to enter the aggressive mode. It is clear that the probability for the

resolution state is proportional to the channel occupancy.

In the resolution state, a node performs probabilistic dropping to inform the TCP

source to reduce its sending rate. In the mean time, it performs multiplicative increase

on tips to give other contending nodes more chance of accessing the channel. After a

period of time T , the node transits to the normal state.

In the signaling state, a node uses the aggressive mode to consume more channel

bandwidth in order to spread the congestion signal to other nodes. After a period of

time T , the node transits to the normal state. When the minimum rate assurance is

implemented, a node may also temporarily enter the aggressive mode to bring up its

flow rate if it is too low.

The pseudo code for the operations of WPD is given below.

Wireless Probabilistic Drop

1. at the end of each measurement period m

2. q̄ := (1− w)× q̄ + w × q

3. ū := (1− w)× ū + w × u

4. r̄ := (1− w)× r̄ + w × (pks/m)

5. if q̄ > H then

6. rd1 := random(0, 1)

7. if rd1 > ū then
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8. during a period T do

9. CWmin := 3 for aggressive mode

10. end during

11. restore CWmin to the original value

12. else

13. tips := (1 + α)× tips

14. during a period T do

15. pb := pmax × ū

16. count := 0

17. for each arrival packet do

18. count := count + 1

19. pa := pb/(1− count × pb)

20. if pa < 0 then pa = 1

21. rd2 := random(0, 1)

22. if rd2 < pa then

23. drop the arrival packet

24. count := 0

25. end for

26. end during

27. else

28. tips := tips − β

29. if tips < 50µs then tips := 50µs

30. if r̄ < rmin then

31. CWmin := 3 for aggressive mode

32. else restore CWmin to the original value

3.5 Simulation

We evaluate the proposed solution WPD by simulations.
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3.5.1 Simulation Setup

All simulations are performed in ns-2 [1]. We use TCP NewReno at the transport

layer. The size of a TCP data packet is 1,000 bytes. FTP is used to generate each TCP

flow. We use IEEE 802.11 DCF at the MAC layer. RTS/CTS is turned off by default due

to its high overhead, which is today’s common practice. For the transmission range

and the carrier-sensing range, we use ns-2 default values, which are 250m and 550m,

respectively. The interference range is equal to the length of a wireless link times 1.78,

which is also the default setting in ns-2. The transmission rate is 11Mbps. We compare

WPD with DropTail (which drops packets when the queue is overflowed) and NRED

[75], whose parameters are chosen based on the original paper. We set the parameters

for WPD as follows: the rate measurement period m is 0.1 second, the threshold H is

5 packets, the state period T is 1 second, the minimum rate ratemin is 25 packets per

second, the maximum drop probability pmax is 0.03, the weighting factor w is 0.20, the

α is 2 and the β is 50µs . Each simulation is executed for 150 seconds, and the average

TCP rates are reported.

3.5.2 Fairness Index

We use the theoretically-computed rates under the proportional fairness model [37]

as the benchmarks for comparison. Proportional fairness strives to balance between

the fairness requirement and the overall network throughput. Besides these benchmark

flow rates, we also compute an overall fairness index, which is the summation of a

utility function,
∑
f ∈F ln rf , where rf is the rate of a TCP flow f and F is the set of flows.

Our computed benchmark rates maximize this index. Among the fairness solutions

under comparison, one that achieves a higher value of the fairness index has better

performance in terms of proportional fairness.

3.5.3 Case Study: A Base Scenario

We first perform a case study on a base scenario in Fig. 3-3, where three access

points s1, s2 and s3 form two contention groups even though they are placed outside of
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each other’s transmission range. We observe that unfairness arises among the three

TCP flows, f1, f2 and f3. As shown in Table 3-2, when DropTail is used as the queue

management scheme, f1 and f3 can both obtain flow rates above 430 packets per

second, whereas f2 is almost starved. In this case, without the ability for the access

points to explicitly synchronize their channel observations (due to being outside of

each other’s transmission range), NRED makes little improvement. For WPD, we

incrementally deploy the techniques proposed in Section 3.4 to demonstrate their

individual impact on the performance. We first adopt the aggressive mode (Section

3.4.3) and probabilistic dropping (Section 3.4.4). Table 3-2 shows that the flow rate of f2

is increased to 35.83 packets per second. After the minimum rate assurance (Section

3.4.5) is incorporated, the flow rate of f2 is increased to 74.75 packets per second, which

demonstrates its positive impact on the performance of WPD. Finally, we apply the

adaptive intermittent release (Section 3.4.6), which further improves fairness. The flow

rate of f2 is increased to 126.46 packets per second. The final results of WPD are close

to the theoretical flow rates under the proportional fairness model that are shown in the

last row of the table.

We compare WPD with DropTail and NRED in terms of their fairness indices in

Table 3-3, which shows that WPD has the highest index value, close to the optimal index

value that is achievable under the proportional fairness model.

3.5.4 Scalability Study: Three Contention Groups

Next we evaluate the performance of WPD on a scenario with more than two

contention groups. Fig.3-7 has six TCP flows belonging to three contention groups.

The simulation results in Table 3-4 show that f3 has very low throughput values under

DropTail and NRED. WPD improves it to 75.30 packets per second. It is worth noting

that comparing with DropTail and NRED, WPD also achieves better fairness among the

other five flows.
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3.5.5 A Street Scenario

Fig.3-8 shows a more complicated scenario, where twenty-four TCP flows are

carried by WLANs randomly deployed along two crossing streets. The relative positions

of the nodes are drawn in the figure. The length of each wireless link is 150m. The

contention relationship among the flows, which is much more complicated than those in

the previous scenarios, is automatically determined by ns-2.

Table 3-5 shows that, under DropTail, six TCP flows are starved (less than 10

packets per second) and five TCP flows have low flow rates (less than 40 packets per

second). NRED performs better than DropTail. But it still has three starved TCP flows

and three low-rate flows. Under WPD, all flows can achieve decent throughput values.

We believe that this simulation demonstrates the effectiveness of WPD in complex

settings.

3.6 Summary

This chapter proposes WPD for achieving TCP fairness among multiple contending

WLANs. It is a fully distributed solution only based on local information. It can work

seamlessly with current TCP and MAC standards. It implicitly spreads congestion

information to all contending flows in a bottleneck without requiring direct communications.

Extensive simulations show that it can significantly improve TCP fairness in various

scenarios when other existing solutions fail.
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Figure 3-1. Why TCP AIMD doesn’t work in wireless networks? A) TCP synchronized
AIMD in wired networks. B) TCP unfair AIMD in wireless networks.

Figure 3-2. Two contending WLANs, where s1 and s2 are two access points. A TCP flow
from a server on the Internet passes through an access point to a wireless
node in each WLAN. Note that, only the wireless part of each flow (from an
access point to a wireless client) is drawn in all figures throughout this
chapter.

Figure 3-3. Three partially overlapping WLANs form two contention groups g1 and g2,
where s1, s2 and s3 are three access points. A TCP flow from a server on the
Internet passes through an access point to a wireless client in each WLAN.
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Figure 3-4. The channel idle time sensed by the three senders s1, s2 and s3 in Fig. 3-3
under NRED.
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Figure 3-5. The flow rates of the three TCP flows, f1, f2 and f3 in Fig. 3-3 under NRED.

Figure 3-6. Five TCP flows form two contention groups.
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Table 3-1. Comparing the flow rates (in packets/sec) of the flows in the network of
Fig. 3-6 under PISD.

f1 f2 f3 f4 f5

flow rate 356.83 5.34 141.45 89.43 166.75

Table 3-2. Comparing the flow rates (in packets/sec) of the flows in the network of
Fig. 3-3 under DropTail, NRED and WPD.

f1 f2 f3

DropTail 433.34 1.60 430.58
NRED 379.97 17.48 377.00
aggressive mode +
probabilistic dropping

379.76 35.83 378.75

aggressive mode +
probabilistic dropping
+ minimum rate
assurance

339.43 74.75 343.20

aggressive mode +
probabilistic dropping
+ minimum rate
assurance + adaptive
intermittent release
(WPD)

252.34 126.46 260.54

Optimal Proportional
Fairness

288.67 144.33 288.67

Table 3-3. Comparing the Fairness Index in Terms of Proportional Fairness in the
network of Fig. 3-3 under DropTail, NRED and WPD.

DropTail NRED WPD Optimal
12.61 14.73 15.93 16.30

Figure 3-7. Six WLANs form three contention groups and each WLAN contains one TCP
flow.
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Table 3-4. Comparing the flow rates (in packets/sec) of the flows in the network of
Fig. 3-7 under DropTail, NRED and WPD.

flow DropTail NRED WPD
f1 221.65 203.17 153.03
f2 234.10 196.89 189.98
f3 7.50 22.29 75.30
f4 205.91 154.11 136.07
f5 205.28 154.71 135.42
f6 55.58 114.38 145.17

Figure 3-8. Twenty four WLANs are randomly deployed along two crossing streets and
each WLAN contains one TCP flow.
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Table 3-5. Comparing the flow rates (in packets/sec) of the flows in the network of
Fig. 3-8 under DropTail, NRED and WPD.

flow DropTail NRED WPD flow DropTail NRED WPD
f1 216.4 235.4 163.9 f13 0.8 3.5 45.6
f2 215.9 174.4 84.2 f14 191.5 181.4 162.6
f3 1.1 6.8 163.9 f15 242.3 226.7 181.1
f4 205.2 189.5 165.0 f16 0.4 0.8 52.9
f5 218.6 205.6 99.8 f17 217.4 207.3 194.5
f6 9.8 25.5 106.4 f18 214.2 209.5 167.4
f7 10.2 91.9 89.4 f19 388.9 198.9 125.9
f8 23.5 95.4 124.4 f20 17.0 117.0 168.0
f9 382.3 183.0 144.6 f21 402.9 237.4 155.1
f10 7.1 38.2 88.2 f22 4.0 26.1 84.9
f11 30.6 104.0 147.7 f23 26.2 93.6 146.7
f12 397.7 286.3 218.6 f24 403.2 301.5 217.4
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CHAPTER 4
IMPROVING READING THROUGHPUT IN LARGE RFID SYSTEMS

In this chapter, we focus on improving reading throughput in large RFID systems.

In a RFID-equipped large warehouse, the RFID reader needs to periodically collect

information from the tags for the purpose of inventory management. Hence, the reading

throughput becomes a very important performance metric. During the reading process,

multiple tags may report to the reader simultaneously, causing collision. Existing reading

protocols strive to increase the reading throughput by minimizing the chance of collision.

It has been proved that the traditional methods have reached their physical limit. We will

demonstrate a fundamentally different approach to improve the reading throughput by

extracting useful information from the collision.

The rest of this chapter is organized as follows. Section 4.1 presents the motivation

of our work. Section 4.2 gives the problem definition. Section 4.3 discusses the related

work. Section 4.4 proposes a collision-resolution tag identification protocol and derives

the optimal system parameters. Section 4.5 improves the protocol for less overhead.

Section 4.6 shows the simulation results. Section 4.7 gives the summary.

4.1 Background

4.1.1 Motivation

Consider a RFID system with a large number of active (or semi-active) tags

deployed in a region. We assume that the RFID reader and the tags transmit with

sufficient power such that they can communicate over a long distance. The problem

is for the reader to collect the IDs of all tags within the communication range. If the

communication range cannot cover the whole deployment region, the reader may have

to perform the reading process at several locations and remove the duplicate IDs when

some tags are covered by multiple readings. In this chapter, we focus on the reading

operation at a single location, Our goal is to optimize the reading throughput, which is

the average number of tag IDs that the reader is able to collect in each second.
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During the reading process, multiple tags may transmit their IDs simultaneously,

causing collision. Some collision-avoidance methods such as FDMA or CDMA

require sophisticated scheduling methods to minimize bandwidth waste due to idle

sub-channels or unused codes [65]. The overhead for sophisticated scheduling can

be too costly for a RFID system where each tag only needs to deliver one piece of

information (i.e., its ID) to the reader. Hence, contention-based time-slotted protocols

have become the industrial standards [7].

In a contention-based protocol, each tag transmits its ID in a time slot with a

report probability p that is tuned to reduce collision. A tag stops when it receives the

acknowledgement from the reader that its ID has been successfully received. It can be

shown that the optimal reading throughput is theoretically bounded by 1
eT

, where e is the

natural constant and T is the length of a time slot [61]. In such a protocol, 36.8% of the

time slots will be idle and 26.4% of the slots will have collision.

Can we do better than 1
eT

? We observe that the reading throughput can be

improved if we make good use of the collision slots. Suppose the reader receives a

mixed signal in a collision slot when both tag t1 and tag t2 transmit their IDs. In a later

slot, if the reader receives the individual signal for the ID of tag t1, it can remove this

signal from the mixed signal and recover the individual signal for the ID of tag t2.

Consider the example in Fig. 4-1, where four tags transmit their IDs to the reader. In

Fig. 4-1A, when a contention-based protocol is used, it takes 11 slots for the reader to

collect all four IDs. In Fig. 4-1B, when a collision-resolution protocol is used to resolve

collision, only 6 slots are necessary. In particular, when the reader receives the signal

from t1 in the third slot, it removes this signal from the mixed signal received in the first

slot and recovers the ID of t4. Similarly, when it receives the signal from t3 in the sixth

slot, it also learns the ID of t2 from the fourth slot.
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4.1.2 Analog Network Coding (ANC)

Can we remove an individual signal from a mixed signal to recover the other

constituent signal? This question has recently been brought up in the context of

physical-layer networking code. Significant progress has been made in both theory

and implementation [36, 81].

Katti et al. implemented the Analog Network Coding (ANC) and demonstrated its

effectiveness in the Alice-Bob network shown in Fig. 4-2. Traditionally, four timeslots

are needed for Alice and Bob to exchange a pair of messages: Alice sends a message

to the router and the router forwards it to Bob, and vice versa. However, by using ANC,

only two timeslots are necessary: Alice and Bob transmit simultaneously to the router.

Instead of dropping the mixed signal, the router simply amplifies and broadcasts it to

both Alice and Bob. Alice subtracts her own signal from the mixed signal and decodes

Bob’s message. Similarly, Bob can extract Alice’s message.

We briefly describe the method used by Katti et al. Readers are referred to [36] for

more details. The ANC protocol is designed based on MSK (Minimum Shift Keying) [55]

and has been implemented using software defined radios. The signal transmitted by

Alice can be represented as

s[n] = Ase
iθs [n], (4–1)

where As is the amplitude of the nth sample and θs [n] is its phase. Similarly, Bob’s signal

can be represented as

s[n] = Bse
iϕs [n]. (4–2)

If Alice and Bob transmit simultaneously, the router will receive the sum of the two

signals, which can be represented as

y [n] = h′Ase i(θs [n]+γ′) + h′′Bse i(ϕs [n]+γ′′), (4–3)

where h′ and h′′ are the channel attenuation and γ′ and γ′′ are the phase shift. We

rewrite it for simplicity as
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y [n] = Ae iθ[n] + Be iϕ[n], (4–4)

where A = h′As , B = h′′Bs , θ[n] = θs [n] + γ′, and ϕ[n] = ϕs [n] + γ′′. Upon receiving the

mixed signal from the router, Alice can resolve A and B from the following two energy

equations [29, 36],

µ = E [|y [n]|2] = A2 + B2, (4–5)

σ =
2

W

∑
|y [n]|2>µ

|y [n]|2 = A2 + B2 + 4AB/π, (4–6)

where E [.] is the expectation andW is a sampling window size. In MSK, a bit ‘1’ is

represented as a phase difference of π/2 over a time interval t, whereas a bit ‘0’ is

represented as a phase difference of −π/2 over t. For example, if the phase difference

between the (n + 1)th sample and the nth sample, θ[n + 1] − θ[n], is π/2, then a bit “1” is

transmitted. Since Alice knows her own signal, from (4–4), she can estimate the phase

differences of Bob’s signal, ϕ[n + 1] − ϕ[n], which can be translated into the bit stream

sent by Bob [36].

The task of resolving the mixed signal in a collision slot in a RFID system is simpler

than the same task in the wireless network shown in Fig. 4-2. First, Alice knows the

amplitude of her signal when it is transmitted out, but she does not know the amplitude

of her signal when it reaches the router and mixed with Bob’s signal. When Alice

received the amplified mixed signal from the router, it becomes difficult for her to remove

her own signal from the mixed one. In the RFID system, suppose the reader receives

the mixed signal from t1 and t2 in one slot and the individual signal of t1 in another slot.

Because the same signal of t1 appears in the two slots, it becomes easier to remove it

from the mixed signal.

Second, it is very difficult to synchronize transmissions between wireless nodes,

and thus the proposed ANC protocol has to introduce a complicated mechanism to

relieve this problem, whereas transmissions in a RFID system can be synchronized by

the reader’s signal.
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Given that the technology for collision resolution exists, the next question is how to

optimally use it to maximize the performance of a wireless system. We will answer the

question in the context of RFID systems.

4.2 Terminology and Problem Definition

4.2.1 Terminology

During the execution of a time-slotted contention-based protocol, if no tag transmits

in a time slot, we call it an empty slot. If one tag transmits, it is called a singleton slot.

If more than one tag transmits, it is a collision slot. In particular, if k tags transmit

simultaneously, the slot is called a k-collision slot, where k ≥ 2. In order to guard

against channel error, each ID carries a CRC code. In a singleton slot, the RFID reader

receives the ID signal from a single tag. It will verify the correctness of the received ID

by checking the CRC code.

4.2.2 Resolvable Collision Slots

An empty slot is easy to identify because no signal is received. The reader can

distinguish a singleton slot from a collision slot by first converting the signal into an

ID and then verifying the correctness of the CRC code. For a collision slot, the reader

records a mixed signal that combines the individual signals of the tags that transmit

simultaneously. In later singleton slots, the reader will receive the individual ID signals

from some of those tags. When the reader eventually receives the ID signals from all

but one of those tags, we say the k-collision slot is resolvable if we can derive the ID

signal of the last tag by removing the (k − 1) ID signals from the mixed signal. The

experimental study of Analogy Network Coding by Katti et al. in [36] has shown that

2-collision slots are resolvable.

4.2.3 Problem Definition

The main problem we want to solve in this work is how to optimally apply analog

network coding to maximize the RFID reading throughput. We design a collision-aware

tag identification protocol and derive the optimal report probability (at which a tag
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transmits its ID in each slot) that maximizes the number of singleton and 2-collision slots

(from which IDs can be extracted by ANC).

In [36], the authors state that ANC can be applied to resolve collision involving

more than two signals. On one hand, as we will demonstrate in Section 4.6, resolving

2-collision slots based on today’s technology will already provide a practically significant

boost to the reading throughout. On the other hand, instead of restricting our work

to 2-collision slots, we decide to generalize our protocol so that it can work with any

future ANC method that resolves λ-collision slots, where λ (≥ 2) is an input parameter.

Such generalization sheds light on the amount of throughput gain that can possibly be

obtained through analog network coding. In particular, the results in Section 4.6 show

that the reading throughput will be higher when λ is larger (because more collision slots

become useful). However, the rate of throughput improvement diminishes quickly as λ

increases. Hence, it is not necessary to make λ too large. In practice, we expect λ to be

a small number (such as 2, 3 or 4).

Clearly, ANC and other physical-layer network coding methods can be applied

in various different communication contexts, each of which has its unique technical

challenges. For example, collision resolution has been used in satellite access networks,

where each terminal transmits a single packet twice at two randomly-selected time

slots in each MAC frame [15]. The throughput upper bound can be predicted if the

number of packets per slot is known (which requires the knowledge of the number of

transmitting terminals). In our context, we do not derive a throughput upper bound for a

given set of system parameters. Instead, we determine the best system parameter that

optimizes the throughput. We do not assume the knowledge for the number of tags that

is participating in the protocol. In fact, this number changes over time because after a

tag successfully delivers its ID to the reader, it will stop transmitting. A tag may transmit

for one, two or more times at any time slots during the reading process. Moreover,
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because the number of participating tags changes, the optimal system parameter also

changes over time.

4.3 State of the Art

All existing contention-based tag reading protocols are called anti-collision protocols

because they treat collision as waste and try to avoid it [24]. Most of these protocols

fall into two classes: the ALOHA-based protocols [16, 42, 56, 63, 68, 71, 82] and the

tree-based protocols [3, 9, 51, 72, 83].

In the ALOHA-based protocols, the reader broadcasts a request and each tag

randomly selects a time slot to report its ID. If exact one tag reports, the reader retrieves

its tag ID and this tag will remain silent for the rest of reading process. Simultaneous

reports in a slot will lead to collision. Therefore, the ALOHA-based protocols try to

maximize the probability that exact one tag reports in a slot. The ALOHA-based

protocols differ in how the reader sends the request and how the tag selects a slot

to report. In the slotted ALOHA [68], the reader sends out a contention probability at

the beginning of each slot and each unread tag with this probability to reply with its ID.

In the basic framed slotted ALOHA [42], slots are grouped into frames with the same

fixed frame size. Each unread tag picks up a random slot within each frame to report.

It is possible that the number of tags far exceeds the number of slots in a frame so that

the frame is full of collision. To overcome this problem, the dynamic framed slotted

ALOHA (DFSA) [16] introduces frames with dynamic frame size. It is proved that the

maximal reading throughput is achieved when the frame size is equal to the number of

unread tags [16]. DFSA determines the size of the next frame by estimating the number

of unread tags after each frame. However, in practice, it may be impractical to set the

frame size indefinitely high considering there exist a large number of tags [42]. The

enhanced dynamic framed slotted ALOHA [42] uses frames with limited frame size by

restricting the number of responding tags in a frame. The maximal reading throughput
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of the ALOHA-based protocols is bounded by 1
eT

[61]. In other words, for each slot, the

probability of successfully reading a new tag is 36.8%.

In the tree-based protocols, the tag reading procedure can be interpreted as a

recursive splitting procedure. The general schema works as follows: In a slot, the

reader sends a query with a certain condition and each tag that meets the condition

will respond. If a set of tags respond concurrently, the reader split them into smaller

subsets. The procedure repeats until every subset only contains a single tag which

can be identified by the reader. Different splitting criteria lead to different protocols.

The binary-tree protocols [3, 51, 72] split a set of tags using a random binary number.

Specifically, each tag has a counter initialized to 0. Upon receiving a query, each tag

that has a counter value 0 will respond. Once collision happens, the reader sends a

new query with an indication of the collision. Each colliding tag draws a random binary

number (i.e. 0 or 1) and adds it to its counter. The set of colliding tags is thus divided

into two subsets: one is the set of tags whose counters remain 0 and the other one is

the set of tags whose counters increase to 1. When collision happens, all other tags

that do not transmit also increase their counters by one; otherwise, they decrease

their counters by one. An analysis shows that the maximal reading throughput of the

binary-tree protocols is 1
2.88T

[13]. The query-tree protocols [9, 51, 83] use the tag ID

for splitting. A tag ID is a unique bit string. Each query contains a prefix p1..pi where i

is the length of the prefix. Each tag, whose ID contains this prefix, transmits its ID as

a response. If multiple responses collide, the reader will generate two new prefixes

p1..pi0 and p1..pi1 by attaching a bit 0 and 1, respectively. The set of colliding tags is

divided into two subsets: one subset is the group of tags whose IDs contain the prefix

p1..pi0 and the other subset is the group of tags whose IDs contain the prefix p1..pi1. A

query-tree protocol can have quite different reading throughputs determined by the tag

ID distribution. It is shown that the maximal reading throughput is bounded by 1
2.88T

for a

set of uniformly distributed tag IDs [41].
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4.4 Slotted Collision-Aware Tag Identification Protocol (SCAT)

In this section, we propose the Slotted Collision-Aware Tag identification protocol

(SCAT). In the next section, we will optimize the protocol for less overhead.

4.4.1 Protocol Description

SCAT is a time-slotted protocol. The time slots are synchronized by the reader’s

signal. Each time slot consists of three segments: the advertisement segment, the

report segment, and the acknowledgement segment.

In the advertisement segment, the RFID reader sends out a slot index i and a report

probability pi , where i begins from zero and increases by one after each slot.

In the report segment, each tag decides to transmit its ID with probability pi . To

actually broadcast the report probability, the reader may send out an l-bit integer

⌊pi × 2l⌋ instead of a real number pi . A tag computes a hash function H(ID|i) whose

range is [0..2l). If H(ID|i) ≤ ⌊pi × 2l⌋, the tag transmits its ID.

For an empty slot, the reader transmits a negative acknowledgement. For a

collision slot, the reader will not be able to tell how many tags have transmitted

simultaneously in the report segment. It will record the mixed signal and transmit a

negative acknowledgement. The mixed signal and the slot index form a collision record.

Over time the reader will collect a group of such records. The operation for a singleton

slot is more complicated. The reader learns the ID of a tag in the report segment. Using

this ID, it tries to resolve some collision records to learn more tag IDs (see the next

subsection). It then transmits a positive acknowledgement, together with the IDs that are

learned from the resolution of the previous collision records.

When the tag that transmits in the report segment receives the positive acknowledgement,

it will stop participating in the SCAT protocol as its ID has been successfully delivered

to the reader. Similarly, when a tag that transmitted its ID at an earlier slot but has not

received a positive acknowledgement yet receives its own ID in the acknowledgement

segment, it will stop participating in SCAT.
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The SCAT protocol stops when no tag transmits any more. When the reader finds a

certain number of consecutive empty slots, it sets pi = 1 for one slot and if it still finds an

empty slot, it knows that the IDs of all tags have been collected.

4.4.2 Collision Resolution

When the CRC received in the report segment is verified to be correct, the reader

learns the ID of a tag from the current slot i . Knowing the ID, the RFID reader can easily

figure out the previous slots in which this tag has transmitted. For an arbitrary collision

record with slot index j , the tag must have transmitted if H(ID|j) ≤ ⌊pi × 2l⌋. If that is the

case, the reader removes the signal received in the current slot from the mixed signal in

the collision record, treats the result as if it was the ID signal of a single tag, and extracts

the CRC code. If the CRC code is verified to be correct, the collision record is resolved

and the reader learns an additional tag ID. The signal for that ID can be used to resolve

other collision records in a similar process as described above.

Resolving the collision slots incurs computation overhead. Hence, we expect the

reader to be computationally capable or connected to a powerful computing device. It

is worth noting that the RFID system works in a low speed channel (53 Kbps for the

Philips I-Code system), while the original ANC [36] and the follow-up work [27] are

designed for 11 Mbps or higher throughput channels, which is far more demanding, yet

experimentally-demonstrated feasible.

4.4.3 Determining the Optimal Value for pi

We want to determine the optimal report probability pi for each slot such that the

number of slots for collecting the IDs of all tags is minimized. Consider an arbitrary time

slot with index i . When there is only one tag transmitting, the RFID reader will learn the

ID of the tag. If there are two tags transmitting, the reader will not learn any ID now but

will learn one ID later when the other ID is known (such that the collision record of this

slot can be resolved). Similarly, when k tags transmit in this slot for k ≤ λ, the reader will

learn one ID from the collision record when the other (k − 1) IDs are known. Essentially,
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a singleton slot or a k-collision slot will allow the reader to learn one ID now or later.

Hence, we shall choose the value of pi that maximizes the probability for one, two, ..., or

λ tags to transmit in the current slot.

Let N be the number of tags in the system. Its value can be estimated to an

arbitrary accuracy [39] in a pre-step of SCAT. This pre-step will be removed in the next

section. Before slot i , the reader may have successfully collected and acknowledged a

number ni of tag IDs, and those tags will no longer participate in the protocol of SCAT.

Let Ni be the number of tags that the reader has not identified yet before slot i . Since ni

is known to the reader, Ni is also known.

As each tag decides to transmit with probability pi , the number of tags that transmit

will be a random variable Xi that follows the binomial distribution. The probability for

Xi = k , ∀k ∈ [0..Ni ] is
(
Ni
k

)
· pki (1− pi)Ni−k . Our objective is to maximize the probability of

Xi ∈ [0..λ], which is

λ∑
k=1

Prob{Xi = k} =
λ∑
k=1

(
Ni
k

)
· pki (1− pi)Ni−k . (4–7)

We expect λ to be small. In the following, we consider λ = 2, 3, or 4. When λ = 2, (4–7)

becomes

2∑
k=1

Prob{Xi = k}

= Nipi(1− pi)Ni−1 +
Ni(Ni − 1)
2

p2i (1− pi)Ni−2

≃ Nipie−Nipi +
N2i p

2
i

2
e−Nipi . (4–8)

Let ω = Nipi . Substituting Nipi by ω in (4–8), we have

2∑
k=1

Prob{Xi = k} ≃ (ω + ω2

2
)e−ω. (4–9)
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To find the value of ω that maximizes the above formula, we differentiate the right side

and let it be zero.
d(ω + ω2

2
)e−ω

dω
= (1− ω2

2
)e−ω = 0. (4–10)

Solving the above equation, we have ω = 1.414. Hence, the optimal report probability is

pi = 1.414/Ni .

Following the same process, we derive that, when λ = 3, the optimal report

probability is pi = 1.817/Ni , and when λ = 4, it is pi = 2.213/Ni .

Resolving the collision slots requires a sufficient number of singleton slots.

Otherwise, if all slots have collision, none of them will be resolved. Fortunately, when

λ is small (which should be the case as we have discussed in Section 4.2.3 and will

further elaborate in Section 4.6.1), there are sufficient singleton slots to resolve most

collision slots. Our simulation results in Section 4.6.3 show that the optimal report

probabilities obtained by exhaustive search match closely with the above computed

values.

4.4.4 Pseudo Code

The pseudo code for the operation of the RFID reader during the i th slot is given

below. Let S be the set of newly known IDs (together with their signals) that can be

used to resolve some of the collision records. Let I be the set of IDs that are learned by

resolving the collision records. Let Rj be the collision record for slot j .

Reader’s Operation at Slot i

1. broadcast an advertisement ⟨i , pi⟩

2. record the signal si in the report segment

3. extract IDi from si

4. if the channel is idle during the report segment then

5. broadcast a negative acknowledgement

6. else if CRC in IDi is verified to be correct then

7. S := {⟨IDi , si⟩}
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8. I := ∅

9. while S ̸= ∅ do

10. remove an element ⟨ID, s⟩ from S

11. for each collision record Rj do

12. if H(ID|j) ≤ pj then

13. add s to the set of known individual signals in Rj

14. remove known signals from the mixed signal in Rj

15. extract ID ′ from the resulting signal s ′

16. if CRC in ID ′ is verified to be correct then

17. S := S + {⟨ID ′, s ′⟩}

18. I := I + {ID ′}

19. remove the collision record Rj

20. end for

21. end while

22. broadcast a positive acknowledgement and the IDs in I

23. else

24. add ⟨i , si⟩ as a collision record

25. broadcast a negative acknowledgement

4.4.5 Unresolvable Collision Slots and Channel Error

The reading process normally takes a short period of time (minutes for tens of

thousands of tags). During this time, we expect the tags to be statically located. The

MSK employed by ANC can tolerate a certain level of noise and channel variation.

However, if the spontaneous noise is too large, a collision slot may not be resolvable.

The only impact is that the slot is not useful, and the reader can still learn the IDs from

other slots. A tag will stop transmitting only after it receives positive confirmation from

the reader. As long as most 2-collision slots can be resolved, the proposed protocol still

achieves much higher reading throughput.
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Channel error may corrupt the signal transmitted by a tag or the acknowledgement

transmitted by the reader. This problem is common to all RFID reading protocols. The

solution is also common: The tag will keep transmitting its ID until it receives the positive

confirmation from the reader. In this case, the reader may receive an ID more than once

and the duplicates will be discarded.

The proposed protocol is not suitable for an environment where the channel noise

is so severe or the tags move so much and so fast during the reading operation that

most collision slots are not resolvable. In this case, we should use a contention-based

protocol without collision resolution. It is beyond the scope of this work to investigate the

noise level of each specific environment. Instead, we are more interested in knowing

what is the upper limit of throughput improvement that ANC can bring (in an environment

where most 2-collision slots are resolvable).

4.5 Framed Collision-Aware Tag Identification Protocol (FCAT)

In this section, we propose a framed version of the previous protocol to improve its

efficiency.

4.5.1 Inefficiencies of SCAT

SCAT utilizes the information carried in the collision slots. However, it is not

practically efficient due to a number of reasons.

First, to calculate pi , the RFID reader has to know Ni , which in turn requires it to

know N. It incurs considerable overhead to accurately estimate the number of tags in

the system as a pre-step to SCAT. We want to remove such a pre-step and estimate N

as a byproduct during the protocol execution.

Second, the advertisement segment of each slot represents significant overhead

which is not always necessary. For consecutive slots, the slot index changes from i to

i + 1 and the report probability changes from ω/Ni to ω/Ni+1, where Ni and Ni+1 at most

differ by one. As the report probability changes little when Ni is reasonably large, the
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reader does not have to make advertisement in each slot. It may advertise once every

certain number of slots, and the tags will use the same report probability in those slots.

Third, after resolving a collision record, the reader learns an extra ID and it

broadcasts the ID in order to inform the corresponding tag to stop participating in the

protocol. However, instead of transmitting the whole ID (which is 96 bits for GEN2 tags),

the reader may transmit the slot index of the collision record. A tag stores the indices

of the slots in which it has transmitted. If the tag receives a slot index that matches a

stored one, it knows that the reader must have collected its ID. A slot index can be much

smaller than 96 bits. If we use 23-bit slot indices, more than 8 million slots are allowed.

In our simulations, the number of slots required never exceeds 2N.

4.5.2 Using Frames

We propose the Framed Collision-Aware Tag identification protocol (FCAT), which

improves SCAT by eliminating the inefficiency described in Section 4.5.1. FCAT

shares much of the protocol details with SCAT. Below we will focus on describing

their differences.

In FCAT, time is divided into frames of size f . That is, each frame consists of f

time slots. Each frame has an index, starting from zero. The index of the j th slot in the

i th frame is i × f + j . Before a frame begins, the RFID reader broadcasts a pre-frame

advertisement, including the frame index i and the report probability pi . Each slot of

the frame consists of a report segment, during which the tags transmit their IDs, and

an acknowledgement segment, during which the reader transmits either a positive

acknowledgement or a negative acknowledgement.

In any slot of the i th frame, each tag transmits its ID with probability pi . After

receiving the signal in the report segment, the reader performs the same operations

as in SCAT, except that it does not transmit the IDs learned from resolving the collision

records in the acknowledgement segment. Instead, it transmits the slot indices of the

resolved collision records, which are shorter than the IDs themselves. If a tag receives
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a slot index that matches a slot in which it has transmitted its ID, it stops participating in

FCAT. Certainly, if a tag receives a positive acknowledgement for its ID just transmitted

in the report segment, it will also stop participating in FCAT.

4.5.3 Estimating the Number of Tags within FCAT

Finally, we address the problem of how to learn the value of N. There exist efficient

methods for estimating the number of tags. However, using them as a pre-step of FCAT

incurs considerable overhead. In the following, we embed an estimation method within

FCAT.

Consider an arbitrary frame with index i . Let n0, n1 and nc be the random variables

for the numbers of empty, singleton and collision slots, respectively. We can estimate the

statistical relationship between these random variables and the number Ni of tags that

are currently participating in the protocol. Based on that relationship, we can estimate

Ni from the measured values of n0 and nc . Our approach shares some similarity with

[39]. However, in [39], each tag transmits at most once in the frame. In FCAT, each tag

participates probabilistically in every slot of the frame.

Let Xj be the indicator random variable for the event that the j th slot in the frame

is empty, i.e., Xj = 1 means the j th slot is empty and Xj = 0 means it is not empty.

Similarly, let Yj be the indicator random variable for the event that the j th slot is a

singleton slot. Because each tag decides to transmit with probability pi in every slot in

the frame, we have

Prob{Xj = 1} = (1− pi)Ni , ∀j ∈ [1..f ]. (4–11)

The expected value of n0 is

E(n0) =

f∑
j=1

(1− pi)Ni = f (1− pi)Ni . (4–12)
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The probability for the j th slot in the frame to be a singleton is

Prob{Yj = 1} =
(
Ni
1

)
pi(1− pi)Ni−1 = Nipi(1− pi)Ni−1. (4–13)

The expected value of n1 is

E(n1) =

f∑
i=1

Nipi(1− pi)Ni−1 = fNipi(1− pi)Ni−1. (4–14)

Obviously, E(n0) + E(n1) + E(nc) = f . Hence

E(nc) = f − E(n0)− E(n1)

= f (1− (1− pi)Ni − Nipi(1− pi)Ni−1)

= f (1− (1− pi)Ni−1(1− pi + ω)). (4–15)

The above equation can be rewritten as

Ni =
ln(1− E(nc)

f
)− ln(1− pi + ω)

ln(1− pi)
+ 1. (4–16)

At the end of the i th frame, the reader counts the value of nc . Substituting E(nc) by the

instance value nc (obtained in the i th frame), the reader obtains an estimation of Ni by

the following formula:

N̂i =
ln(1− nc

f
)− ln(1− pi + ω)

ln(1− pi)
+ 1. (4–17)

Next, we derive E(N̂i). To simplify the equations, let C1 = 1
ln(1−pi )

, C2 = − ln(1−pi+ω)
ln(1−pi )

+

1, and function g(nc) = ln(1 − nc
f
). We expand the right hand side of (4–17) by its Taylor

series about q = E(nc).

N̂i = C1

[
g(q) + (nc − q)g′(q) +

1

2
(nc − q)2g′′(q)

+
1

6
(nc − q)3g′′′(q) + ...

]
+ C2. (4–18)
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Since q = E(nc), the mean of the second term in (4–18) is 0. Therefore, we keep the

first three terms when computing the approximated value of E(N̂i).

E(N̂i) ≃ C1
[
g(q) +

1

2
E((nc − q)2)g′′(q)

]
+ C2. (4–19)

We have E((nc − q)2) = V (nc) by definition and g′′(q) = − 1
(q−f )2 since g(q) = ln(1− q

f
).

The variance V (nc) is derived in Section 4.5.4. Applying (4–24) in Section 4.5.4, we

have

E(N̂i) ≃ Ni −
eω − 1− ω

2f ln(1− pi)(1 + ω)
. (4–20)

Therefore,

Bias(
N̂i
Ni
) = E(

N̂i
Ni
)− 1 = 1 + ω − eω

2fNi ln(1− pi)(1 + ω)
. (4–21)

Fig. 4-3 shows the absolute value of Bias( N̂i
Ni
) with respect to the number of tags Ni . The

three lines show that the absolute values of Bias( N̂i
Ni
) are 0.0082, 0.011 and 0.014, for

ω = 1.414, 1.817 and 2.213, respectively. They are all very small.

Adding the number of tags whose IDs are already known, the reader has an

estimation for the total number of tags in the system, denoted as N̂∗
i . The variance of N̂∗

i

is the same as the variance of N̂i , i.e., V (N̂∗
i ) = V (N̂i). Because Ni < N, V ( N̂

∗
i

N
) < V ( N̂i

Ni
).

The value of V ( N̂i
Ni
) is derived in Section 4.5.4. It is approximately 0.0342, 0.0287

or 0.0265, for ω = 1.414, 1.817 and 2.213, respectively (i.e., when 2-collision slots,

3-collision slots or 4-collision slots are resolvable). This is the variance when only one

instance of nc is used. It is small though not negligible. The RFID reader obtains one

estimation after each frame. If it uses the average
∑i
j=0 N̂

∗
j

i
as the estimation for N, then

the variance will decrease in the square root of i and therefore diminish as the protocol

executes frame after frame.

We can also design a similar estimator by using the number of empty slots, n0,

based on (4–12). However, we find in our simulations that the variance of such an
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estimator is larger. As shown in Fig. 4-4, Ni is not a monotonic function with respect to

the number of singleton slots. Hence, we cannot use n1 to estimate the value of Ni .

4.5.4 Estimation Variance, V ( N̂i
Ni
)

Consider an arbitrary frame with index i . Let Zj be the indicator random variable

for the event that the j th slot in the frame is a collision slot. Since no slot is special,

Zj , ∀j ∈ [1..f ], follows the same distribution. They are independent random variables.

Because nc =
∑f
j=1 Zj , we have

V (nc) =

f∑
j=1

V (Zj) = fV (Z1). (4–22)

E(Z1) = 1 − (1 − pi)Ni − Nipi(1 − pi)Ni−1 ≈ 1 − e−Nipi − Nipi · e−Nipi . E(Z 21 ) = E(Z1)

because Z1 is an indicator random variable. Hence, we have

V (Z1) = E(Z
2
1 )− (E(Z1))2

= (1 + Nipi)e
−Nipi (1− (1 + Nipi)e−Nipi ). (4–23)

Therefore,

V (nc) = f (1 + Nipi)e
−Nipi (1− (1 + Nipi)e−Nipi ). (4–24)

According to the central limit theorem, if f is large, nc is approximately normally

distributed. When f → ∞, nc converges to the normal distribution, nc
D→ Norm(θ, δ2),

where θ is E(nc) as given in (4–15), δ2 is V (nc) as given in (4–24), and D→ means

convergence in distribution.

According to the δ-method [14], we have

h(nc)
D→ Norm(h(θ), δ2 [h′(θ)]2) (4–25)

for any function h(.) such that h′(θ) exists and takes a non-zero value.

In Section 4.5.3, the estimation formula is designed based on (4–15), which is

copied here E(nc) = f (1− (1− pi)Ni −Nipi(1− pi)Ni−1). Let g(.) be the mapping function
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from Ni to nc . The above equation can be rewritten as E(nc) = g(Ni). Fig. 4-4 shows

that g(.) is a monotonic function, and hence it has a unique inverse function, denoted as

h(.).

According to Section 4.5.3, N̂i is computed from (4–15) by substituting E(nc) with

the instance value of nc (obtained after the i th frame).

nc = f (1− (1− pi)N̂i − N̂ipi(1− pi)N̂i−1)

≈ f (1− e−N̂ipi − N̂ipie−N̂ipi ). (4–26)

Clearly, nc = g(N̂i) and N̂i = h(nc). Applying N̂i = h(nc) to (4–25), we have

N̂i
D→ Norm(h(θ), δ2 [h′(θ)]2). (4–27)

We know that h(g(Ni)) = Ni . Differentiating both sides, we have h′(g(Ni))g′(Ni) = 1.

Hence,

h′(θ) = h′(E(nc)) = h′(g(Ni)) =
1

g′(Ni)
. (4–28)

Therefore, from (4–27), the variance of N̂i is

V (N̂i) = δ2 [h′(θ)]2 =
V (nc)

[g′(Ni)]2

=
(1 + Nipi)e

Nipi − (1 + 2Nipi + N2i p2i )
fN2i p

4
i

, (4–29)

V (
N̂i
Ni
) =
(1 + Nipi)e

Nipi − (1 + 2Nipi + N2i p2i )
fN4i p

4
i

. (4–30)

Below we perform approximate computation to give a rough idea on how big this

variance is. In SCAT or FCAT, N̂ipi = ω, where ω is 1.414, 1.817 or 2.213 for λ = 2, 3

or 4, respectively. Our simulations show that N̂i reliably converges to Ni when i is large.

Hence, we substitute Nipi with ω in (4–30), and the variance V ( N̂i
Ni
) is 0.0342, 0.0287 or

0.0265 respectively for different ω values.
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4.6 Simulation Results

In this section, we present simulation results to evaluate the performance of our

main protocol FCAT. We compare FCAT with the existing work, including the Dynamic

Framed Slotted ALOHA (DFSA) [16], Enhanced Dynamic Framed Slotted ALOHA

(EDFSA) [42], Adaptive Binary Splitting (ABS) [51] and Adaptive Query Splitting (AQS)

[51]. The first two are ALOHA-based and the next two are tree-based.

We use FCAT-λ to denote the FCAT protocol in which k-collision slots with k ≤ λ

are resolvable, where λ = 2, 3, 4. The report probability pi is determined based on

the formula given in Section 4.4.3. Specifically, pi is set to be 1.414/Ni , 1.817/Ni and

2.213/Ni in FCAT-2, FCAT-3 and FCAT-4, respectively. Other values of pi are also

investigated in Section 4.6.3. The frame size f is set to 30 time slots; the performance

of FCAT under different f values will also be studied. The parameters used in other

protocols are selected based on their original papers whenever possible.

In the simulations, we set the time slot length based on the Philips I-Code

specification [64]. The transmission rate is 53 kbit/sec. Hence, it takes 18.88 µs to

transmit each bit. We set the ID length to be 96 bits (including the 16 bits CRC code),

which takes 1812 µs. The reader’s acknowledgement consists of 20 bits, (including

the CRC code), which takes 378 µs. The waiting time before the report segment or the

acknowledgement segment is 302 µs to separate transmissions. Therefore, each slot is

about 2.8 ms. The simulation results are the average outcome of 100 runs.

4.6.1 Reading Throughput Comparison

We first compare the protocols in terms of the reading throughput, which is the

average number of tag IDs that the RFID reader can collect in each second during the

protocol execution time before all IDs are read. Table 4-1 shows the reading throughputs

of the protocols when the number of tags varies from 1,000 to 20,000. Due to collision

resolution, FCAT-2 achieves 51.1% ∼ 55.6% throughput improvement over DFSA,

94



54.8% ∼ 70.6% improvement over EDFSA, 59.6% ∼ 62.9% improvement over ABS,

64.1% ∼ 67.7% improvement over AQS.

As expected, FCAT-3 performs better than FCAT-2, and FCAT-4 performs better than

FCAT-3. However, the improvement of FCAT-4 over FCAT-3 is much smaller than that

of FCAT-3 over FCAT-2. FCAT-5 (whose results are not shown in the table) performs

only slightly better FCAT-4. For example, when N = 10, 000, its reading throughput is

270.9 tag IDs per second, which is slightly better than 265.1 of FCAT-4. This indicates a

quickly shrinking margin of improvement as λ increases and suggests that a large value

of λ is practically unnecessary.

We also evaluate the reading time in terms of time slots. Table 4-2 shows the

numbers of empty, singleton and collision slots used to read 10,000 tags. We can see

that fewer empty slots are wasted in FCAT than in all other compared protocols. FCAT

also uses much fewer singleton slots to collect all tag IDs because FCAT can extract tag

information from the collision slots, while other protocols have to read tags solely in the

singleton slots. FCAT-4 has more collision slots than FCAT-2. The reason is that FCAT-4

can utilize a collision slot in which up to four tags collide, and hence FCAT-4 encourages

more tags to transmit simultaneously.

4.6.2 Effectiveness of Collision Resolution

In Table 4-3, we show the number of tag IDs that are resolved from the collision

slots. FCAT-2 obtains about 40% of tag IDs from the collision slots. The percentage is

above 57% for FCAT-3 and above 68% for FCAT-4. For example, when there are 10,000

tags in the system, FCAT-2 will read more than 4,000 of them from the collision slots,

which are ignored by the previous protocols.

4.6.3 Report Probability

The report probability pi is calculated as ω/Ni . Ni is the number of tags participating

in slot i and the method in Section 4.5.3 is used to estimate Ni after each frame. The

optimal value of ω is set in Section 4.4.3. We use simulation to confirm our analytical
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result and demonstrate how the value of ω affects the performance of FCAT. Fig. 4-5

shows the reading throughput with respect to ω when there are 10000 tags. If ω is set

too small, the reading throughput decreases because many slots are empty and thus

wasted. If ω is set too large, it also hurts the performance because there are too many

collision slots and too many tags collide in those slots, making them unresolvable.

By trying all possible values of ω, we can use simulation to find the true optimal

ω (and the corresponding optimal report probability) that maximizes the reading

throughput. As shown in Table 4-4, the optimal value of ω observed in the simulation

matches closely with the value computed in Section 4.4.3, i.e., 1.414 when λ = 2,

1.817 when λ = 3, and 2.213 when λ = 4. Also shown in the same table, the reading

throughput achieved by FCAT using the computed reporting probability is almost the

same as the maximum-achievable throughput under the optimal reporting probability

obtained by simulation through exhaustive search.

4.6.4 Impact of Frame Size

Fig. 4-6 shows the impact of the frame size f in a system with 10,000 tags. We can

see that the reading throughput is stabilized when f ≥ 10.

4.7 Summary

This chapter concludes that the physical-layer network coding can indeed

significantly improve the speed at which a RFID reader collects information of the tags.

The reason is that the information carried in many collision slots, which was previously

discarded, can be utilized almost as effectively as the information carried in the singleton

slots. The current analog network coding method can improve the reading throughput of

a RFID system by 51.1% ∼ 70.6%. As the technologies of physical-layer network coding

are improved, the reading throughput can potentially be doubled.
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A

B

Figure 4-1. This example shows that a collision-resolution protocol may reduce the
number of time slots used to identify four tags from 11 time slots to 6 time
slots. A) Contention-based protocol. B) Collision-resolution protocol.

Figure 4-2. Alice-Bob example for Analog Network Coding.
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Figure 4-4. The number of tags, Ni , is not a monotonic function in E(n1). Parameters:
pi = 1.414/Ni and f = 30.

Table 4-1. Reading throughput comparison when N varies from 1,000 to 20,000

N FCAT-2 FCAT-3 FCAT-4 DFSA EDFSA ABS AQS
1000 197.7 234.8 238.8 130.8 115.9 123.9 117.9
2000 199.5 237.2 257.5 131.8 121.5 123.7 119.4
3000 200.2 239.7 261.4 132.1 122.9 123.8 120.4
4000 201.0 240.1 262.1 132.8 124.8 123.9 120.5
5000 201.3 240.4 262.3 130.1 126.1 123.8 120.8
6000 201.3 241.5 263.7 132.4 126.3 123.6 120.9
7000 201.3 241.2 264.9 131.1 126.4 123.8 121.1
8000 201.4 241.8 265.1 131.9 127.1 123.6 121.1
9000 201.2 241.5 265.4 131.0 127.8 123.7 121.1

10000 201.3 241.8 265.1 131.4 127.8 123.9 121.2
11000 201.7 241.5 266.0 130.0 127.6 123.9 121.1
12000 200.8 241.8 265.9 130.3 126.8 123.8 121.2
13000 201.0 241.7 265.9 129.2 127.3 123.8 121.2
14000 200.4 241.3 266.2 130.9 127.6 123.5 121.3
15000 200.8 241.2 266.0 131.7 127.7 124.2 121.3
16000 200.9 241.8 265.9 131.3 128.2 123.8 121.3
17000 200.2 241.3 265.5 130.5 128.1 124.1 121.3
18000 199.7 240.7 265.9 130.0 128.2 123.6 121.3
19000 199.1 240.9 266.4 129.2 128.2 123.7 121.3
20000 199.1 241.3 266.1 129.1 128.6 123.9 121.3
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Table 4-2. Empty, Singleton and Collision Time Slots when N = 10000

FCAT-2 FCAT-3 FCAT-4 DFSA EDFSA ABS AQS
empty 4189 2257 1345 10076 10705 4410 4737

singleton 5861 4055 2935 10000 10000 10000 10000
collision 7016 7497 8050 7208 7234 14409 14735

total 17066 13809 12330 27284 27939 28819 29472

Table 4-3. Tag IDs Resolved from Collision Slots

N FCAT-2 FCAT-3 FCAT-4
1000 423 600 707
5000 2102 3008 3561
10000 4139 5945 7065
15000 6062 8819 10482
20000 7905 11507 13656
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Figure 4-5. FCAT reading throughput with respect to ω.

Table 4-4. The computed value of ω matches closely with the optimal value of ω
obtained by simulation.

λ Optimal ω Maximum Throughput computed ω FCAT Throughput
2 1.42 202.1 1.41 201.3
3 1.90 241.9 1.82 241.8
4 2.12 266.2 2.21 265.1
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Figure 4-6. The reading throughput of FCAT is stabilized when f ≥ 10.
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CHAPTER 5
CONCLUSION

In this dissertation, we focus on fairness and throughput issues in wireless systems.

We propose novel solutions for improving fairness and throughput in contending

WLANs. We start from the MAC-layer and reveal that the location-sensitive contention

can exaggerate the time-allocation anomaly in 802.11 DCF networks. We propose

a new protocol AIMD/QS+k which achieves proportional MAC-layer time fairness in

multiple contention groups under location-sensitive contention. We then move to the

transport-layer and show that a severe TCP fairness problem may occur among nearby

WLANs. Most existing solutions rely on the assumption that all contending flows can

explicitly exchange messages, which however may not always hold. We present our

solution WPD which implicitly spreads the congestion information among contending

flows. This solution can significantly improve TCP fairness when other existing solutions

fail.

We introduce a new method to boost the RFID reading throughput. We demonstrate

that the physical-layer network coding can be effectively integrated into RFID reading

protocols. We believe this is the first work that applies physical-layer network coding

to help improve the reading throughput of large RFID systems. The proposed protocol

FCAT can increase the reading throughput by over 50% using the current analog

network coding technology.
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