
Capacity Estimation and Auditability of Network Covert ChannelsBalaji R. Venkatraman R. E. Newman-WolfeHewlett-Packard Company Computer & Information Sciences Dept.Corporate Network Services University Of Florida,Palo Alto, CA - 94043 Gainesville, Florida - 32611.balaji@corp.hp.com nemo@chameleon.cis.u.eduAbstractClassical covert channel analysis has focused on chan-nels available on a single computer: timing chan-nels and storage channels. In this paper, we char-acterize network covert channels. Potential networkcovert channels are exploited by modulating transmis-sion characteristics. We distinguish between spatialcovert channels, caused due to variation in the rela-tive volume of communication between nodes in thenetwork, and temporal covert channels caused due tovariation in transmission characteristics over time,extending the work of Girling[5]. A model for obtain-ing spatially neutral transmission schedule is given in[16, 17]. Temporally neutral transmissions are char-acterized and scheduling policies to generate tempo-rally neutral transmission schedules are given in [23].In this paper, we estimate the covert channel capac-ity using an adaptive scheduling policy, modeling thesystem as a mode secure system[1]. Based on ourmeasurements on University of Florida campus-widebackbone network (UFNET), we discuss the auditabil-ity of network covert channels and suggest some han-dling policies to reduce the capacity of these covertchannels to TCSEC acceptable levels.1 IntroductionCovert channels are communication channels that al-low a process to transfer information in a manner thatviolates the system's security policy[2]. Traditionally,covert channels in computer systems are classi�ed intotwo categories, storage and timing covert channels.Covert storage channels involve the direct or indi-rect writing of storage by one process (the sender ofcovert message) and the direct or indirect reading ofthe storage location by another process (the recipi-ent of the covert message). Covert timing channelsare exploited when the sender process modulates theuse of its own resources in a manner that a�ects thereal time response of the receiver process[2]. In bothcases, for a covert channel to exist, the sender and thereceiver process must share some common computa-tional resource, usage of which can be modulated in apredetermined manner. Network covert channels, onthe other hand, are exploited by the manipulation of

communication resources or transmission characteris-tics. Processes that use the covert network channeldo not manipulate the resources generally local to themachine on which the computation occurs.A related problem is tra�c analysis or the disclo-sure of information by inference caused by the pas-sive monitoring of network tra�c by an eavesdropper.By observing the volume of communication (numberof packets) either between speci�c source-destinationpairs or the overall volume of communication betweennodes in the network, the eavesdropper can gain someinsight into the behavior of the network users. Net-work covert channels exist due to the active partic-ipation of the sender (and perhaps the receiver pro-cesses) to modulate transmission characteristics. Dif-ferent transmission characteristics can be modulatedto exploit covert channels of varying capacity. Wedistinguish between two types of network covert chan-nels: spatial covert channels are exploited by modulat-ing the volume of communication between nodes andtemporal covert channels are exploited by modulat-ing the order, frequency, or duration of transmission.These are in addition to the modulation of the extrin-sic characteristics of packets like the packet size, theapplication generating the packet, etc. The potentialcapacity of several simple network covert channels isseveral orders of magnitude more than the capacity ofcomputational covert channels and therefore deservesmore attention.In the following section, we discuss relevant work inthe area of tra�c analysis and covert channel analysis.In section 2.1, we discuss briey a model for spatialneutrality, followed by a discussion of the criteria fortemporal neutrality in section 2.2 and the schedulingpolicies used to generate temporally neutral transmis-sion schedules. In section 3, we discuss techniquesto reduce the capacity of covert channels and in sec-tion 3.1, we discuss techniques to estimate covertchannel capacity based on Millen's[12] application ofShannon's information theory[20] and in section 3.1.1,we discuss Browne's mode secure systems[1] use amode secure system to estimate network covert chan-nels under our model. In section 4 we discuss the au-ditability of noiseless covert channels in section 4.1



followed by a discussion of various handling policiesto reduce the covert channel capacity in section 5. Insection 6, we give our conclusions and suggestions forfuture work.2 Related WorkThe primary goal of a communication subsystem ornetwork is to provide remote access to users and fa-cilitate resource sharing, which increases both its vul-nerability to attacks by wiretappers and intruders aswell as the potential for covert channels. The issuesinvolved in the security of communication systems dif-fer from those of computer systems because networksecurity depends on factors such as the network ar-chitecture, the topology, connectivity, the communi-cation protocols used, the security of each individ-ual node connected to the network, and the securityof each link interconnecting the nodes. Each of theabove must be both individually secure and securelycomposable for the communication subsystem to bedeemed secure.Potential security violations in networks includeunauthorized release or modi�cation of information,and unauthorized denial of use of resources[26]. Whileactive attacks cause information modi�cation or de-nial of resources, in a passive attack, the intruder sim-ply releases the contents of a message or mounts atra�c analysis attack to infer user behavior or exploitcertain covert channels.One of the goals of communication security is the pre-vention of tra�c analysis, by which an intruder maydeduce important information from the mere pres-ence of message tra�c in a network [26, 19]. Thisinformation may yield clues to the activity or inten-tions of unsuspecting network users, or may providea covert channel for communication between an in-truder and an accomplice within the system. Traf-�c analysis countermeasures must mask the amountand nature of tra�c between origin-destination pairswithin the network. The precision with which an in-truder can analyze these tra�c patterns determinesthe amount of information that he can infer aboutthe network user[29].Most previous work has used the ISO's (InternationalStandards Organization) open system interconnection(OSI) network architecture for describing threats andcountermeasures [8, 26, 27, 19, 28]; we will do thesame. The standard approach to preventing unautho-rized release of information in a network is encryption.A major issue is the OSI level(s) at which encryptionis performed; we refer the interested reader to Padlip-sky et al.[18].The two basic approaches to communication secu-rity are link-oriented security measures, which providesecurity by protecting message tra�c independentlyon each communication link, and end-to-end securitymeasures, which provide protection for each message

from its source to destination node[26]. Link-orientedsecurity demands that all intermediate network nodesparticipate in the network's security, and is vulnerableto compromise of a single node. End-to-end measuresreveal at least destination addresses, but allow a sub-set of nodes to implement network security withoutrequiring the entire network to do so. With the in-creasing use of public networks, this is an importantconsideration.2.1 High Level Prevention of Tra�cAnalysis: Spatial NeutralityTo achieve protection beyond that o�ered by encryp-tion at the transport layer at a cost less than thatexacted by sending dummy packets alone, we pro-pose an approach in which the transport layer entitiesmay send a message to a destination other than thetrue destination of the message[16]. Transport enti-ties must agree to forward these rerouted messages totheir true destination when they are received and ini-tially decoded. In this way, we manipulate the initialtra�c matrix so that each host sends every other hostin the network the same volume of messages, that is,it presents the intruder with a neutral tra�c matrix.Regardless of the original tra�c pattern, the intruderobserving the manipulated tra�c pattern will see onlyeven communication levels. Thus, the intruder cannotderive useful information regarding the original tra�cpatterns. We call this the spatial neutrality criterion.The forms of tra�c manipulation we consider in thismodel are padding and a restricted form of rerout-ing. Padding consists of introducing dummy packets,which, since they are encrypted, are indistinguish-able from the actual communication[5]. One way toachieve spatial neutrality is to pad the tra�c matrixso that the volume of each internode communicationis the same. Since padding alone is expensive, we usererouting to smooth the tra�c matrix �rst and thenpad to get a neutral tra�c matrix. Rerouting sends apacket �rst to an intermediate node, which upon pro-cessing is directed to forward the packet to its truedestination. The nodes participating in this securitymodel agree to honor this restricted form of rerout-ing so that in the resulting neutral tra�c matrix, theoriginal tra�c is delivered to its intended destinationby the second hop. Encryption may be used to main-tain secrecy so that an observer cannot distinguish be-tween a rerouted packet from a non-rerouted one andto maintain end-to-end con�dentiality of the packetcontents. The cost of achieving spatially neutral traf-�c matrix is discussed in [17] and [25].The basic model guarantees spatial neutrality by elim-inating the variation in the relative volume of tra�cbetween each pair of nodes. However, we are alsoconcerned with the temporal variation in tra�c andthe possible introduction of covert channels due to thevariation in the transmission characteristics over time.Note that although the total volume of tra�c commu-nicated between any pair of nodes in the network is



the same to satisfy the spatial neutrality criterion, thesource could transmit the packets in a burst or couldspread out its transmissions over a period of time.The model imposes no restriction on the transmissionschedule and therefore a knowledgeable user might beable to communicate with his accomplice by timingthe transmissions, thus introducing covert channels.2.2 Temporal Neutrality of TransmissionSchedulesTo address this concern, in addition to requiring thatthe tra�c matrix be spatially neutral, we require thetransmission schedule be temporally neutral to elim-inate potential covert channels. In [23], we proposetwo transmission scheduling policies that will satisfyour primary goal of prevention of tra�c analysis andthe prevention of covert channels due to temporalvariation in packet transmission schedule. The staticscheduling policy generates spatially and temporallyneutral transmission schedules but is unresponsive tochanges in system load. The adaptive scheduling pol-icy can adapt to long term uctuations in system loadat the expense of allowing certain covert channels.We can describe a transmission schedule by the fol-lowing �ve characteristics: the volume (V), frequency(F), order (O), nature (N), and length of communica-tion (L). We denote these characteristics by the tuple< V;F;O;N;L >. Depending on the information thatcan be encoded in any of these transmission charac-teristics, a covert channel may exist.De�nition: A temporally neutral transmission sched-ule is one in which none of the members of the tuple< V;F;O;N;L > can be used to encode any infor-mation and communicate surreptitiously via a covertchannel.2.3 Scheduling Policies for TemporalNeutralityThe transmission schedule that satis�es each of the re-strictions in < V;F;O;N;L > is temporally neutral.In other words, the intruder cannot gain any useful in-formation regarding the tra�c matrix, source and/ordestination user identity, etc., just by observing theow of packets on the network. In e�ect, a user in col-lusion with an accomplice should not be able to usethe volume, frequency, order, nature of communica-tion, and the duration (length) of transmission in thenetwork to exchange information surreptitiously.For analysis purposes, we will use a slotted time sys-tem in which a \slot" is the basic time unit duringwhich a given node may send or receive at most onepacket on a slotted medium. We assume that at mostone node can transmit per slot, so n(n � 1) slots areneeded for all pairs to communicate. This model maybe modi�ed for point-to-point networks. A period isa set of successive slots during which one phase of thetransmission schedule is carried out. In our model,

a period consists of n(n � 1) active slots and m idleslots. In the static scheduling policy, m is a constant;in the adaptive scheduling policy, m may vary overtime. A set of successive periods during which thenumber of idle slots, m, does not vary is a cycle.2.3.1 The Adaptive Scheduling PolicyIn this section, we discuss the adaptive scheduling pol-icy in terms of the < V;F;O;N;L > criteria. For amore thorough exposition, refer [23, 24].For our discussion on temporal neutrality, we assumespatial neutrality. The volume of communication be-tween each node has to be the same to satisfy the neu-trality criterion. The frequency and order of transmis-sion is predetermined and is �xed for the entire dura-tion of a cycle. This satis�es the V, F, and O criteriaof < V;F;O;N;L >. If we build the communicationprotocol on a NTCB and �x extrinsic packet charac-teristics like the packet size and encryption algorithm,we satisfy the N restriction of< V;F;O;N;L >. Sincethere are exactly n(n � 1) active slots in the period,one for each pair of nodes in the system and m idleslots, the length of the period is �xed at n(n�1)+mfor the duration of the cycle. This is the simple staticscheduling policy and is temporally neutral[23].The only restriction that we cannot satisfy in theadaptive scheduling policy is the L restriction of thetuple < V;F;O;N;L >. This is because the nodesmay change the number of idle slots, changing L, theduration (length) of transmission. Though this couldpotentially introduce a low bandwidth, noisy covertchannel, we feel that this tradeo� may be acceptablein order to have an adaptive scheduling policy.When a node or a group of nodes see a need to changethe number of idle slots to accommodate additionaltra�c, they initiate the negotiation process with theNTCB. As shown in �gure 1, after a sustained increasein the load, the nodes negotiate and decide to decreasethe number of idle slots per period. The number ofactive slots in the period remain the same, but thetotal period length decreases (in this case by one slot).Note that the length of the period L and thereforethe transmission characteristic has changed. It is thispossibility that prevents us from guaranteeing the Lrestriction in < V;F;O;N;L > and leaves open thepossibility of a covert channel.It should be noted that no single node can a�ectthe active and idle slot times signi�cantly withoutreaching a consensus with other nodes in the network.Therefore the potential of a single node to change thetransmission schedule is very limited. For example, anuser may try to change the load on a particular nodein an attempt to change the transmission character-istics, which could be observed by the accomplice onthe network, thus creating a covert channel. However,the negotiation protocol considers the cumulative ef-
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Figure 1: The Adaptive Scheduling Policyfects of several individual node's (user's) actions, sothe e�ects of any single node on the transmission char-acteristics is relatively minor.2.4 Covert ChannelsThe National Computer Security Center's recentlypublished Guide to Understanding Covert ChannelAnalysis of Trusted Systems[15] is a comprehensivesummary of techniques used in covert channel analy-sis and related areas. This document discusses storageand timing channels that arise due to the sharing of\computational resource" among subjects at di�erentsecurity levels.We refer the interested reader to Huskamp[7] for adetailed discussion on covert timing channels, andto Tsai[22] for a discussion on covert storage chan-nels and to NCSC[15] for a summary of techniques toidentify covert channels and estimate their capacity,and a discussion of the various covert channel han-dling mechanisms. The covert channel guideline[15]also presents TCSEC requirements for covert chan-nel analysis and includes additional recommendationscorresponding to B2-A1 evaluation classes.In Girling[5], various covert channels in LANs areidenti�ed and their behavior discussed in the contextof the ISO OSI framework. Covert channels due toaddress �eld encoding, length of data block and timebetween successive transmissions were discussed andsolutions proposed. Experiments conducted to esti-mate the covert channel capacity concluded that highcapacity covert channels could exist in high band-width networks. The author concludes that physicalsecurity may be more e�ective against covert channelsthan the use of encryption or complex mechanisms toreduce their capacity.We partially disagree with the Girling's conclusions;state{of{the{art computer and communication sys-tems require more protection than that o�ered byphysical security. Further, for wide-area networks,

such physical security may not be feasible. With rapidadvances in the understanding of such complex sys-tems and the easy availability of sophisticated tech-nology, we believe that the scope and nature of attacksmounted on a secure system has undergone a drasticchange for the worse. Security loopholes that were toodi�cult or intractable to exploit until a few years agoare now easy prey to computer scientists and hackersalike. E�ective countermeasures are required to en-sure operation security in real-time without an unduepenalty on system performance. Our model for pre-vention of tra�c analysis is a step in that direction.In spite of the directions in Voydock[27], Girling[5],TCSEC[2], TNI[14] and the covert chan-nel guideline[15] there exists no accepted de�nition ofnetwork covert channels. Therefore, we propose thefollowing de�nition of network covert channels.De�nition: Covert channels in communication sub-systems that implement a valid interpretation of aconsistent security policy, are based on the observationof the extrinsic characteristics of the communicationwithout necessarily having access to the informationcontained within messages (due to encryption) or thenecessity to modulate internal states or variables.Using the above de�nition, we can readily identifythe covert channels discussed in Girling[5] and inVenkatraman[23].3 Covert Channel HandlingThe following techniques, discussed in [15, 21, 22, 24],can be used to reduce covert channel capacity.1. Elimination of Covert Channels:Covert channels can be eliminated either by for-bidding any resource sharing between subjects atdi�erent levels in a multi-level secure system orby eliminating features and mechanisms in theoperation of the system that could potentiallycause covert channels.



This approach eliminates covert channels andguarantees a system free of covert channels, but,in general, is very restrictive and expensive toenforce. Any restriction on resource sharing willmost likely be at the expense of system perfor-mance and resource utilization. Also redesigninguser interface to be less user friendly and crypticis not a very appealing solution.2. Capacity Limitation:The capacity of known covert channels can be re-duced by the introduction of noise or delays intochannel operation. The objective of such meth-ods is to reduce the maximumchannel capacity toa level where the cost of further reduction or elim-ination of these covert channels is prohibitive.Examples of capacity limitation techniques in-clude Fuzzy Time[6], Pump[9], etc. Fuzzy Timereduces the capacity of covert timing channelsby making all clocks in the system noisy. Fuzzytime was successfully implemented in the VAXsecurity kernel to reduce the capacity of thecovert timing channel without severe perfor-mance degradation. In the reliable Pump, abu�er is inserted between Low and High to re-spond with ACKs at probabilistic times, therebyintroducing noise into any potential timing chan-nel.However, in general, problems with these ap-proaches lie in being able to quantify noise cor-rectly and the di�culty in being able to intro-duce delays and subsequently tune the appropri-ate TCB primitives and other scheduling opera-tions. While the introduction of delay and noisetends to degrade system performance and neces-sitates restating the Quality of Service (QOS)guarantees, the penalty imposed on system per-formance may be justi�ed given the objective ofcontaining covert channel capacity.3. Auditing the Use of Covert Channel:In this approach, the existence of covert chan-nels is known and may be exploited by the usersof a secure system. However, auditing the usageof such channels acts as a deterrence to poten-tial users of the channel. The di�culty in thisapproach is in being able to unambiguously dis-tinguish between innocuous user activity and ac-tual covert channel usage. A related problem isto be able to detect every such usage of the covertchannel.Audit trails can be used to determine the use ofcovert channels and its capacity. However, de-termining which speci�c events need to be mon-itored and recorded by audit mechanisms to en-sure that all covert channel usage is detected is anontrivial task.We adopt mode security (discussed in section 3.1.1),a di�erent approach to capacity reduction in conjunc-tion with several audit policies (discussed in section 4)to contain the capacity of the network covert channel.

3.1 Covert Channel Capacity EstimationMethodsIn this section, we discuss formal and informal tech-niques to estimate the covert channel capacity. Acapacity estimation method based on Shannon's in-formation theory is presented in Millen[12]. In thismethod, the assumptions are that the covert channelsare noiseless; that other than the sender and receiver,there are no uncon�ned processes in the system duringchannel operation; and the sender-receiver synchro-nization takes a negligible amount of time [12, 15].With these assumptions, one can model most covertchannels as �nite state machines and compute themaximum attainable capacity.The capacity, C, of a noiseless discrete channel withsymbols of di�erent length is given by Shannon[20]and modi�ed by Moskowitz[13] asC = limt!1 sup log2 N (t)twhere N(t) is the number of possible symbol sequencesof time t.In the following subsection, we model our system asa mode secure system and estimate the capacity ofnetwork covert channel.3.1.1 Capacity Analysis Using Mode BasedSecurityMode security, proposed by Browne[1], seeks to con-tain the capacity of covert channel by partitioning theresources dynamically \for a limited period of time,"based on factors such as resource request, utilization,etc. During the time interval when the resource par-titioning remains �xed, the machine is said to be ina \mode". Each mode of the machine behaves asa lattice separable system which implies that thereis no interaction between di�erent security levels inthe system. Therefore when the machine is oper-ating in a mode, there can be no covert channels.Based on resource requirements, the system periodi-cally re-partitions the resources among security levels.This re-partitioning of resources may lead to covertchannels[1].In mode secure systems, the capacity of a covert chan-nel depends on two factors: �rst, the frequency withwhich the system changes its mode and second, thenumber of unique modes to which the system cantransition during a mode change. We can reduce thecovert channel bandwidth by either limiting the fre-quency of mode change or limiting the number of legaltransitions at each mode or both.In our model, a cycle(see �gure 1) is de�ned as thetime interval between changes in transmission char-acteristics and can be set either to a �xed amount



of time or a �xed number of periods. If both thetime and the number of periods are variable, in his at-tempts to maximize the channel capacity, the senderwill try to force the minimum of the two, therebymaximizing the frequency of mode change.If the cycle consists of a �xed number of periods, thenwe can estimate the channel capacity using the infor-mation theory based technique, the di�erence beingthat the symbols take longer time to be transmitted.If ti was the time required to transmit the symbolassuming one period per cycle, we will now requirePti time to transmit the same symbol, where P isthe number of periods per cycle. This implies thatthe channel capacity will be reduced by a factor of P .Note that the symbol transmission time is indepen-dent of the previous symbol transmitted, simplifyingthe information theoretic analysis.Let us consider the case when the cycle length is �xedand does not depend on the number of periods. LetTc be the length of a cycle and let Tc � Tp, whereTp is the length of a period. M � 1 is the maxi-mum number of idle slots allowable in any period andm 2 [0 � � �M � 1]. Time is normalized to slot times.Let tm denote the time required to transmit a symbolm. Then tm � Tc, which implies tm � tm0 ; for allsymbols m;m0. The channel capacity C is simplyC = limt!1 sup log2MnnTc = log2(M )Tc :For a given number of idle slots, as the number ofactive slots increase, the channel capacity decreases.This is to be expected as the fraction of transmissioncapacity that is potentially available for covert trans-mission is reduced. Note that for a given number ofactive slots d = n(n� 1) as the maximum number ofidle slots in a period is increased, the channel capacitytends to approach the limiting channel capacity.4 Auditable Covert ChannelsAn e�ective method of handling known covert chan-nels is to deter its potential users. The existence of thecovert channel is known to users, who may attempt toexploit the channel but the deterrence mechanism dis-courages such channel use. Covert channel auditing isthe main deterrence mechanism and is e�ective onlywhen the covert channel use can be detected unam-biguously, i.e., discovery of covert channel use mustbe certain. Covert channel auditing must not be cir-cumventable, and false detection of covert channel usemust be avoided[21].Our measurements on ECSNET (Engineering Con-sulting Services Network, a subnet on UFNET)showed that on a typical day, 19,888,635 packets wereexchanged over a 15 hour period, the mean packetsize being 291 bytes. Since there are 25 nodes in thenetwork, the mean number of packets transmitted pernode per minute is 884 packets. We also observed the
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Figure 2: Percentage Change In Volume: ECSNETTra�cmaximum load on the network to be 35,050 packetsper minute or 1,402 packets per node per minute andthe minimum load to be 2,680 packets per minute or107 packets per node per minute. We will use thesetra�c measurements to determine the covert channelcapacity and propose audit mechanisms.Figure 2 shows the distribution of the percentagechange in tra�c volume over one minute intervals. Weaccept approximately 95% of the variations in tra�ccharacteristics to be \normal" and exclude them fromscrutiny. Two standard deviations for the distribu-tion shown in �gure 2 is a 23.95 percentage change intra�c volume. Therefore we set the threshold for au-ditability, �, to be 24%, i.e., any variation in the tra�cvolume that is at least 24% of the current volume isaudited.The justi�cation for setting the audit threshold at24% is that the \normal" sustained burst volume inthe network was observed to be approximately 15%for TCP tra�c and 22% for UDP tra�c under aver-age load conditions (see section 4.1.1 and refer [23]).If the audit threshold is set lower that 24%, then thechannel becomes extremely noisy.Another reason for choosing the audit threshold isthat based on the above measurements, a 5% auditfactor will generate 45 events over a 15 hour periodfor the network. With 25 nodes in the network andassuming 100 bytes per audit record, the audit logcan grow as large as 100k bytes just for ECSNETsubnetwork. If measurements are done at a smallergranularity, or if the system load varies considerablyover the measurement duration, then the audit logscan grow much larger. In such cases, even a 5% auditfactor might be too high from a practical standpoint.For our model, we must estimate tra�c in terms ofslot times based on our tra�c observations and per-



formance evaluation of the spatial neutrality model.Under the given environment and load conditions, ourapproach has an overhead of a factor of four to achievespatial and temporal neutrality[17, 25]. Hence unau-dited channel capacities will be based on loads fourtimes the observed load. ECSNET is a 10 Mbps LAN;with average packet size being 291 bytes, we derivethe slot transmission time as 0.23 msec. With suf-�cient guard band and allowance for other overheadincluded, the e�ective slot time is 0.5 msec. Since thenumber of nodes in the network, n, is 25, our modelprescribes a minimum of n(n � 1) = 600 active slotsin a period. At peak load conditions, the period con-sists entirely of active slots with a period length of0.3 seconds or 200 periods per minute. At this rate,the maximum sustainable packet transmission rate is4800 packets per node per minute.In section 4.1, we estimate the capacity of auditablecovert channels assuming that the channel is noiselessand suggest simple but e�ective handling techniques.Note that this is an informal estimate of channel ca-pacity in which we assume �xed cycle length. A for-mal analysis of channel capacity will require an infor-mation theory based approach. Such an analysis isvery involved even for simple cases and we will notpursue it in this paper and refer the interested readerto [24].4.1 Auditability of Noiseless CovertChannelsIn this section, we discuss the auditing of covert chan-nels for the average load case. We assume that thechannel is noiseless, i.e., any change to the tra�c loadis caused only by the sender and that the sender hasthe maximum e�ect over changing the tra�c volumeover successive periods. Other nodes in the networkcontribute a constant volume of tra�c. To derive themaximumpossible covert channel capacity, the senderis assumed to operate at its maximum transmissioncapacity.We also assume that there are 25 nodes in the net-work, the slot time is 0.5 msec and the cycle time, Tc,is one minute. In order to compute the channel capac-ity for a given tra�c load, we determine the maximumand minimum number of idle slots in a period for a�24% and a +24% change in the tra�c volume re-spectively. For each audited channel, we also derivethe channel capacity with and without handling. Thecovert channel handling methods reduce channel ca-pacities by reducing the number of states to which thesystem can transition. This reduction in the numberof states is achieved by increasing the granularity ofchange in the number of idle slots in a period. We dis-cuss cases where the granularity is �xed at �10, �50,�100 and when the granularity is a fraction of thetotal number of slots in the period. This gives us therange of the number of idle slots within a period andknowing the handling policy, we can determine thenumber of states that are possible. Once we know the

number of states, we can easily determine the covertchannel capacity.4.1.1 Auditing Noiseless Covert Channels forAverage LoadThe number of actual packets transmitted on averageis 884 packets per node per minute; using our ap-proach the number of packets exchanged is 884� 4 =3536 packets per node per minute. Since each nodeexchanges one packet with every other node in thenetwork each period, we have 3536=24 = 147:3 peri-ods per minute or 0:407 seconds per period. Assumingthe slot time to be 0.0005 seconds per slot, we have0:407=0:0005 = 814 slots per period. Since the num-ber of active slots per period is n(n � 1) = 600, thenumber of idle slots per period is 214 for this loadlevel. We observed sustained burst lengths of approx.770 packets for UDP tra�c and 530 packets TCP traf-�c, giving 22% and 15% respectively of the averageload on the network.Since we accept any variation less than �24% as nor-mal, we now estimate the capacity for a variationof �24%. A 24% change in tra�c volume yields3536�849 packets per node per minute. Following thecomputations shown above, 3536+849 = 4385 packetsper node per minute. This yields 4385=24 = 182:71periods per minute or 0:328 seconds per period for0:3284=0:0005 = 657 slots per period with 57 idleslots. Similarly, 3536 � 849 = 2687 packets pernode per minute. This yields 2687=24 = 111:958periods per minute or 0:5359 seconds per period for0:5359=0:0005 = 1072 slots per period with 472 idleslots.Therefore the range of idle slots is 472� 57+ 1 = 416states. This can encode log2 416 = 9 bits. Thereforethe capacity of this channel is 9=60 = 0:15 bps.4.1.2 Handling Policy1. If we assume that the granularity of change in thenumber of idle slots, � = �100 from the previousperiod, then there are 5 states, needing 3 bits toencode the states. This yields a channel capacityof 3=60 = 0:05 bps.2. If we assume that the granularity of change in thenumber of idle slots, � = �50 from the previousperiod, then there are 9 states, needing 4 bits toencode the states. This yields a channel capacityof 4=60 = 0:06 bps.3. If we assume that the granularity of change in thenumber of idle slots, � = �10 from the previousperiod, then there are 42 states, needing 6 bits toencode the states. This yields a channel capacityof 6=60 = 0:1 bps.



Table 1: Channel Capacities for a Noiseless ChannelMinimum Load Average Load Maximum LoadBasic Loadload, pkt/node/min 428 3536 3648# slots 6728 814 790# idle slots 6128 214 190Unaudited Channels�24% load 325 2687 2772+24% load 531 4385 4524# idle slots for �24% load 8260 472 440# idle slots for +24% load 4822 57 40Range of idle slots 3439 416 401Channel Capacity, bps 0.20 0.15 0.15Channel Handlingidle �100, Cap. bps 0.1 0.05 0.05idle �50, Cap. bps 0.12 0.06 0.07idle �10, Cap. bps 0.15 0.1 0.1� = 0:1� i slots 672 81 79# states in �24% load 7 7 7� = 0:1�# slots, Cap. bps 0.05 0.05 0.054. If we assume that the granularity of change inthe number of idle slots, �, is a fraction, �, of thebasic number of slots in the period, then we have� = �� slots.For example, if � = 0:1, then � = 0:1�814 = 81.To determine the total number of states, wecompute the number of states for �24% varia-tion in tra�c. When the variation in tra�c is+24%, the number of idle slots is 57. Thereforethe number of states in the positive direction isd214�5781 e = 2. Similarly, when the variation intra�c is �24%, the number of idle slots is 472.Therefore the number of states in the negativedirection is d472�21481 e = 4. Therefore the totalnumber of states is 2+4+1=7. This can be en-coded by log2 7 = 3 bits, giving a channel capac-ity of 0.05 bps.4.2 Discussion of Noiseless Channel Ca-pacityTable 1 shows the covert channel capacity for a noise-less channel with and without handling for minimum,average and maximum load cases. We see that theperiod length is inversely proportional to the networkload. As the load increases, the number of idle slotsper period reduces thereby reducing period length. Ashorter period yields a greater fraction of active slotsand therefore greater utilization of transmission ca-pacity. Since the covert channel capacity depends on

the maximum number of idle slots per period, it isclear that with increasing load, i.e., with increasinge�ective utilization, the covert channel capacity re-duces. A detailed discussion of the relation betweenthe load and channel capacity is given in the nextsection. The handling policies reduce the number ofstates to which the system can transition by varyingthe granularity of change in number of idle slots. Withincreasing granularity, the number of possible statesdecreases, reducing covert channel capacity. We referthe interested reader to Venkatraman[24] for a similaranalysis of noisy channels.5 E�ect of Handling Policies on Chan-nel CapacityFigure 3 shows the channel capacities for di�erent au-ditability thresholds, �. The top three curves rep-resent the channel capacities for a noiseless channelwithout handling for minimum load, average and ef-fective maximum load, and the actual maximum loadas indicated. The channel capacities for the averageand the e�ective maximum load are almost the samebecause the load in both cases is almost the same(see table 1). From the �gure, we can see that as theauditability threshold increases, the variability in thesystem load that is accepted as \normal" increasesleading to higher covert channel capacities. Channelcapacity also depends on the total load on the sys-tem. In a lightly loaded system, each period containsa large number of idle slots and therefore the potential



covert channel has high capacity. On the other hand,under maximum load conditions, there are very fewidle slots, if any, in each period. Therefore the channelcapacity is lower. The 2�; 3� and 4� values of covertchannel capacity are marked; as expected, by accept-ing a larger variation in the tra�c change as normal,we allow a potential covert channel of larger capacity.The lower three curves represent the channel capac-ities for a noiseless channel with handling for mini-mum, average and maximum loads. Using the pro-portional handling policy where the granularity ofchange in the number of idle slots, �, is a fraction,�, of the basic number of slots in the period, then wehave � = � � slots. In this case, we choose � = 0:1.We see that this handling technique reduces covertchannel capacity by more than 50 percent comparedto the corresponding channel with no handling. Notealso that the channel capacity after handling in theaverage and minimum load conditions is almost thesame. This is due to the quantization e�ects causedby the granularity of change in the number of idleslots.Figure 4 shows the e�ect of di�erent handling poli-cies at di�erent load conditions on the covert channelcapacity for a noiseless channel. From the �gure, wecan see that as the load increases, the covert channelcapacity reduces. We also note that as the granular-ity of change in the number of idle slots increases, thechannel capacity decreases. The solid curve representsthe case when no handling mechanism is used. Wesee that proportional handling is more e�ective thanother simpler handling policies. The covert channelcapacity when � = 0:2 is constant at 0.03 bps anddoes not depend on the system load.5.1 Factors A�ecting Channel Capacityand AuditabilityThe factors a�ecting the capacity and auditability ofcovert channels are the system load, the cycle length,the granularity of change in the number of idle slotsand the auditability threshold. We will briey discussthe e�ects of each of these factors below.1. System loadAs the system load increases, the number of packetsexchanged increases. This has the e�ect of reducingthe number of idle slots per period. The number ofactive slots per period is n(n�1) to guarantee spatialneutrality. A lower bound on the number of slots perperiod and consequently on the number of periodsper minute or the period length is imposed when theperiod consists of only active slots and zero idle slots.In this case, the capacity of the system is completelyassigned and any excess load is backlogged for futuretransmission.As seen in Figure 4, as the system load increases,the covert channel capacity decreases. The e�ect ofhandling policies on covert channel capacity is as dis-
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Figure 3: Noiseless Covert Channel for Di�erent �cussed in the previous section.2. Cycle length, TcThe channel capacity depends on the number of statesto which the system can transition, which is the rangeof idle slots that a period can contain. This range iscomputed by �nding the number of idle slots per pe-riod for the maximumand minimumvariation in load.The covert channel capacity is given by (log2 states)Tc .Therefore increasing the cycle length by some factorwill reduce the channel capacity by the same factor.While increasing cycle length reduces the channel ca-pacity, it gives the sender more time to e�ect thechanges to system load, i.e., the sender can smoothout the variation over a longer period. This impliesthat the interval over which the variability of traf-�c was considered to be \normal" will be extended,making it easier to audit the channel.3. Granularity of change in number of idleslots, �Given a range of idle slots that a period can contain,the number of states depends on the granularity ofchange, �. The coarser the granularity, smaller is thenumber of possible states, thereby reducing the chan-nel capacity.As discussed earlier, �gure 5 shows the e�ect of gran-ularity on covert channel capacity. The solid curveshows the channel capacity under maximum load con-ditions and the dashed curve shows the capacity un-der minimumand average load conditions. Due to thehandling policies, the channel capacities at minimumand average load conditions are almost the same.Coarser granularity means that the sender should beable to cause a large enough change in the system load
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Figure 4: Noiseless Covert Channel Capacities for Dif-ferent Loadfor the number of idle slots to change. This improvesthe auditability of the channel. Finer granularity al-lows the sender to change the load by a very smallfraction of the current load and still manage to trans-mit a symbol. However, coarser granularity reducesthe system's responsiveness. The system will remainin the current state unless the system load has signif-icantly changed. This might lead to poor quality ofservice and under-utilization of system resources.4. Auditability threshold, �Auditability threshold, �, determines the variation insystem load that will be accepted as \normal"; anyvariation above this threshold is a candidate for auditanalysis. This threshold is determined by studyingthe tra�c characteristics and is set to a value suchthat most of the variations that occur during thecourse of normal system operation is excluded fromscrutiny.The threshold should be set so that no potentialcovert channel usage is undetected and false detectionof covert channel use is avoided. A larger than opti-mal threshold will allow potential usage of the covertchannel to go undetected. A smaller than optimalthreshold will trigger too many spurious audit eventsusing up expensive resources and reducing the con�-dence in the audit mechanism by auditing innocuousevents. Figure 3 shows the e�ect of di�erent auditabil-ity thresholds on covert channel capacity.5.2 Limiting Channel Capacity to De-sired LevelsHaving discussed the e�ects of various parameters oncovert channel capacity, in this section we give a pro-cedure to determine the values of the parameters fora desired channel capacity. We note that while pa-
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Simple algebraic manipulation givesrange = aload ( 1(1��) � 1(1+�) ) + 1where a = (n�1)Ts .Therefore we haverange = aload 2�(1��2) + 1From this relation, we know the maximum covertchannel capacity without handling. In handling thecovert channels, we attempt to reduce it potential ca-pacity by reducing the range of states possible. Thisis done by varying the granularity of change in thenumber of idle slots either by a constant amount orby making the change proportional to the system load.Once we know the range of the idle slots in a period,we can derive the covert channel capacity, C, asC = log2( range� )Tc bpslog2(range) � log2 � = Tc C, orlog2 � = log2(range) � Tc Cwhere � is the granularity of change in the numberof idle slots.If we are given C, the desired covert channel capac-ity, we can �nd the granularity of the change in thenumber of idle slots aslog2 � � log2(range) � Tc C, or� � 2log2(range)�Tc C, or� � range2Tc CIf the handling policy is �xed, then the the granular-ity, �, is as computed. If we use proportional handlingpolicy, then � = � � slots, where slots is the totalnumber of slots in a period. Using the above rela-tion, we can determine the granularity of the changein the number of idle slots such that the covert chan-nel remains constant regardless of the changes to thesystem load.5.3 Summary of Auditability AnalysisAs discussed above, network covert channels can be ef-fectively contained using relatively simple audit mech-anisms. Our analysis of the tra�c on ECSNETshowed that the normal variation in the tra�c is�24% of the current load on the system. Thereforewe set the audit threshold at 24%.Covert channel capacity is estimated for average loadcondition with and without handling policies. It is

observed that the handling policies reduces the chan-nel capacity to TCSEC acceptable levels. We havealso estimated the channel capacity for various au-ditability thresholds, �, granularity of change in thenumber of idle slots, �, and the covert channel capac-ity for various load conditions with and without anyhandling mechanism for noiseless covert channels.While it is di�cult to audit noisy channels, auditmechanisms that employ knowledge of recent networkbehavior by maintaining a history of resource utiliza-tion for each node and the network as a whole canbetter audit noisy covert channels. Any change ina particular node's tra�c is compared with previousvariations and if the current variation is unusual, thenthe node is audited.An active intruder can continuously vary system loadeither to actually exploit the covert channel to com-municate with an accomplice or to fabricate an historyof constantly varying tra�c characteristics. Such abehavior will foil the above handling policy. Thereforein addition to monitoring individual nodes for varia-tions in tra�c characteristics, monitoring the variabil-ity of variations in tra�c characteristics of a node cangive additional insights into the behavior of the nodesand detect potential covert channel usage.6 ConclusionIn this paper, we de�ne network covert channelsand give examples of covert channels due to spatialand temporal variation in transmission characteris-tics. Modeling the system as a mode based securitysystem and using adaptive scheduling policy, we es-timate the capacity of network covert channels. Us-ing tra�c characteristics from our measurements onUFNET, we audit certain covert channels and use var-ious handling policies to reduce the capacity of net-work covert channels. We see that using the propor-tional handling policy, irrespective of network load,we can reduce the capacity of covert channels to TC-SEC acceptable levels.We wish to point out that while awareness of time ofday variation in tra�c volume might help a networktrojan horse to better exploit a network covert chan-nel, we ignored such variations in this study and usedthe average tra�c volume during the observation pe-riod to characterize network tra�c. It should be notedthat a trojan horse hoping to exploit the time of dayvariation will need continuous access to the networkover a period of time in order to monitor and collectnetwork utilization statistics. This activity is expen-sive in terms of the time (e.g., strategic value of theinformation will diminish over time), processing andstorage resources required. Also, covert communica-tion on such a channel needs additional synchroniza-tion, such as with the time of the day clock.Our e�orts are currently directed towards estimatingthe capacity of spatial covert channels. We are also
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