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1.1 Introduction

Neighbor selection is a non-trivial problem faced in theigie®f opportunistic net-
works. Consider any opportunistic networking applicasioanging from social dis-
covery to P2P mobile games to DTNs and MANETS, almost all efépplications
require neighbor discovery followed by some kind of neighbelection. A DTN
application may select a neighbor that has higher chanceslayfing the message
to the destination or a P2P mobile gaming application magcseleighbor based on
duration of past encounters. However, due to diversity gfiements, we argue that
there is no one optimal method of selecting neighbors faagtlications.

Selecting a subset of neighbors from all the available rnmghbecomes chal-
lenging in the case of opportunistic network because 1. INmgselection is appli-
cation dependent, 2. Identities of all the neighbors maybedtnown, 3. Users may
not be comfortable communicating with unknown neighbor&yV#hout incentives,
neighbors may not be willing to participate (mobile device eonstrained for power
& processing), 5. Not all neighbors may meet the requireroétiite application, and
6. Some neighbors may have malicious intent.

At the same time, there are several unique characteristioportunistic net-
works that provide arsenal to tackle many of the above chadle such as 1. Physical
proximity that enables easier verification of identity (wa@ have face-to-face meet-
ings and also exchange out-of-band cryptographic key3)ght coupling of mobile
devices and users can allow customization of selectioncdbaseiser needs, and 3.
Availability of location and other contextual informati¢e.g. mode of transport, im-
portance of location) can give valuable insights when mgkirighbor selection.
Face-to-face meeting, verification of user profile, andsefuout-of-band keys are
comparatively low cost operations for neighbors in radimeas they are in physical
proximity (for e.g. Bluetooth 4.0 range is50m) when compared to wired networks.

Utilizing the above mentioned characteristics, we prowaderief overview of
studies in the areas of encounter based neighbor and sawalidry, context aware-
ness and recommendation (and reputation) systems for ynistic network estab-
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lishment. Furthermore, we present detailed discussiomeofiesign and analysis of a
new encounter-based framewo@lgnnectEn¢Connections based on Encounters) as
a solution to the problem of neighbor selection. The frant&i®fully distributed,
self-bootstrapping, privacy preserving, and integratech resilience mechanisms.
This framework utilizes mobile encounters as a primitivadalress the problem of
neighbor selection. A mobile encounter signifies the datedaif radio signals (Wi-
Fi, Bluetooth, etc.) from another device (current neighbdhe use of short range
radios (e.g., Bluetooth, Wi-Fi) enables detection andaatilon of proximity and en-
counters. Furthermore, the tight coupling between usedsvabile devices enables
new and accurate ways to establish behavioral profiles #rabe used to fine-tune
the neighbor selections based on application requireneigts by selecting say only
the users encountered at multiple locations. Along witk émcounter framework, we
also promote the face-to-face interaction between peee¢o psers that allows au-
thentication peer identity and establishment of out-afébancryption keys [14] that
can be later used to establish secure P2P/opportunistimoamation channel.

At the core ofConnectEncwe use encounter rating metrics calledcounter
Filters. TheseEncounter Filtersanalyze mobile encounters, proximity, location,
and context data in novel ways, to augment the users (andcapph’s) net-
work/neighbor view and awareness. Its goal is to rate oppdrés in terms of neigh-
bors selections based on weighted filter scores that ardembujith the users input
and application requirements. We investigate and detaildifferent algorithms ap-
plied to filter the encountered devices.

It is the fusion and integration of these multi-dimensiotatia, that provides the
promise in selecting better neighbors in opportunistievogking in ways we could
not before, and in ways that are not possible in wired neta/die to lack of con-
nectivity proximity. An opportunistic network applicaticcan now state its neigh-
bor/peer selection criteria to the ‘ConnectEnc’ framew(silich as neighbor with
highest probability of meeting again or a neighbor who met particular location
before, etc). The ‘ConnectEnc’ framework, basedemtounter Filtersan provide
the most suitable candidate(s) out of all the current neaghb

This study introduces a systematic framework and new pobfocgathering and
processing the encounter information to build encoungsel profiles of the neigh-
bors. Evaluation of the ‘ConnectEnc’ framework and mobpel&ation is a three-
phase process: 1. real world mobile networks trace stalsdinalysis, 2. extensive
trace-driven simulation of the framework components, armut@totype implementa-
tion and participatory testing on smartphones. First, wewiseless network traces
from 3 different major university campuses spanning 9 memtith over 70K users
and 150 million encounters. We find that several filters pesskesirable stability
characteristics, and that selecting neighbors with higtbenter scores in general
forms a small world. Resilience to attacks (neighbors gttérg to inflate encounter
statistics), using anomaly detection, achieves less thé&h false positives and 7%
false negatives. Second, we measure the effectiveneSsruiectEn®n epidemic
routing in DTN with selfishness using neighbor recommerdelily ConnectEnc
and obtain higher network performance reducing the effafcdslfishness. Third, we
conduct a series of surveys and participatory experimesirigConnectEn's mobile
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application to evaluate the performance of the framewosires the ground truth.
We find users’ selection of trustworthy peers/neighbors ¢faportunistic commu-
nication) has a statistically strong correlation w@tbhnnectEns recommendations.
Further,ConnectEndilters can capture 80% of the already known user within top
25% of the encountered users.

Key contributions of this work include: 1. introducing arfrawork to augment
mobile user’s perception and awareness of the network heijlood by fusing
multi-dimensional encounter and contextual data for betéghbor selection, 2. an-
alyzing various trust adviser filters with extensive netkvaces, 3. propose a model
for anomaly or attacker detection, 4. developing a mobile‘@wnnectEnc’ that in-
tegrates the filters and contextual information to aid useeighbor classification &
selection, and 4. deployagionnectEn@s a proof-of-concept mobile application to
evaluate the framework based on ground truth via partioipaesting.

1.2 Overview

This overview is organized into 4 different subsectiongheeorresponds to a step
involved in establishing short-range-radio based molfllé Retworks. These 4 steps
are i. Neighbor Discovery: here information for all the dahle devices is obtained,
ii. Neighbor Selection: here a subset of all the availabléads is selected, iii. Con-
nection Establishment: after selection, peers exchargetiate connection parame-
ters based on security and authentication, and iv. Apjinat here we list some of
the popular P2P applications.

1.2.1 Neighbor Discovery

In any P2P scenario, if the peers have unpredictable beh@xiailability) in either
space or time, there will be a need to discover peers thatuarerdly available for
interactions. Most of the popular P2P applications whetieenmunicating over In-
ternet or via Adhoc radio network employ some kind of P2Paiscy mechanism.
There are primarily two ways to discover i. using a centrédastructure (torrents)
and ii. adhoc (sensor networks, DTNs). For opportunistigvoeking, the latter is
more commonly utilized. To discover other peers, geneplyrs send out a discov-
ery radio beacon to solicit response from all the neighlzgppeers. Several popu-
lar radio protocols such as Bluetooth and Wifi-Direct ndgivaipport this kind of
discovery. Since a peer may be continuously moving (sudimgnpeers may also
move), searching for available peers can be an expensigegsan terms of energy
consumption. Several energy efficient methods have be@oped (including one by
the authors of this chapter) [35, 20]. There is also a rebedirection where based on
the previous discovery patterns of a peer, predictions adgemabout future discovery
of that peer [30]. Researchers find that human movementrpast@redictable at a
coarse granularity based on that peer discoveries can alpedicted.
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1.2.2 Neighbor Selection

Once a set of neighbors is discovered, there may be a needett aesubset of
neighbors based on the requirements of the applicatios. Stap may be necessary
when an application does not want to interact with all thelalte peers. The DTN
routing application such as epidemic routing [34] may iatémwith all the available
peers, however, several other DTN routing protocols sucli?ds 26, 16, 36] may
require selecting peers based on their encounter histbeynTain focus is on opti-
mum end to end routing and less on one hop (next-hop) nodetiseleThey may
not be privacy preserving or may not provide stable reconttagon and are not eas-
ily configurable to the needs of an application. Similarlgaamning application may
want to select peers who may be encountered again to finishefjame. Unlike
neighbor discovery, there is no one way to select a peeriift applications have
different criteria.

The idea of neighbor selection in P2P networks has been wglibeed in wired
networks where neighbors are selected based on the geagpapkimity, latency,
bandwidth available, etc. [27]. These ideas, however, dohotd when a mobile
application wants to leverage a P2P based direct radio ctioneMobile P2P net-
works face greater set of challenges since the peers ardaraid there is a high
possibility of peers moving out of radio range. There exéstesal DTN routing pro-
tocols that employ node selection algorithms [21, 26, 16]fbaus mainly on opti-
mum end to end routing and thus focus is less on one hop noeletisel. They may
not be privacy preserving or may not provide stable reconttagon and are not
easily configurable to the needs of an application. The l&ekp optimized one hop
P2P neighbor selection is also a challenge for P2P mobilkcatipn development
community [6]. There are several P2P applications avadl@| 33, 4] but without
any automatic strategy for peer selection, it is left outf@r user to decide. But how
will a user decideTonnectEnattempts to solve this problem by providing back-
ground information about the peers to make an informed SetecTo best of our
knowledge, there is no existing solution to this problentek & this chapter we pro-
pose, as a solution to this neighbor selection problem, di+tniteria neighboring
peer selection frameworkGonnectEnc

Several researchers have proposed novel approaches isgheeion using rep-
utation based schemes, incentive based schemes, and geong fFhe reputation
based schemes target better peer selection based on grévienaction records by
rating interactions with each peer. In [11], a node detedsbemnavior locally by ob-
servation and use of second-hand information. In [10], iy filistributed reputation
system is proposed that can cope with false informationygvbach node maintains
a reputation rating for peers. In [31, 9, 15, 8], analysisefards provisions and
punishment is conducted based on game theoretic approtchesvide incentives
for message delivery. In [13], authors propose a game-gtieonodel to discourage
selfish behavior and stimulate cooperation by leveraginghNeguilibria with so-
cially optimal behavior. In [38], authors propose a pricmgchanism to give credits
to nodes that participate in the message forwarding meshmariihe cooperation is
developed based on the number of messages transfered bgettse u
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A common theme in these works is the reliance on jrgeractionto evolve the
reputation/credit scores. Inherently, this creates aresinablecircular dependence
where interaction requires technology adoption (repoitétiredit system), which -
in turn - requires trust in specific instances of these systétance, there is a com-
pelling need for ootstrapmechanism, which we directly address in our proposed
design. Further, unlike other studies, we do utilize ent@uoontext in this paper.
Our work contributes towards solving this challenge by img inputs from user’s
location preferences and contextual (e.g., social) behavi

1.2.3 Connection Establishment

Once a neighbor is selected, the next thing to do is to establiconnection with

the neighbor to enable data/information exchange. Theexiion establishment in-
volves several challenges mostly from the security andapyivstandpoint. Chal-

lenges such establishing secure connection between ties aod identifying a peer
when meeting again are some of the bigger challenges facatwbije P2P connec-
tion establishment. Authors of [25, 14, 28] propose expheithentication mecha-
nism to generate trust and cooperation in network. Theseappes are better mod-
eled for small groups [25] and require exchange of publiclayd the installation of
the private key on the users device [14]. Another step toreexuonnection can be to
meet the peer/neighbor face-to-face (since radio-rangeodiile devices is limited,

peers must be co-located physically), verify the peer amdatso setup out-of-band
encryption keys. The out-of-band encryptions keys can hedey the peers simply
by exchanging a secret code word when meeting face-to-facaroalso achieve
cryptographic strength by using [14].

1.2.4 Applications

Whether it is a DTN application or a mobile P2P applicatiomc®a connection is
established, these applications can start leveragingstableshed connection. A few
examples of existing P2P applications are P2P multiplaysyile gaming [5], coop-

erative sensing [23], mobile proxy [4], social discover; [grsonal safety [33], and
Cellular offloading [19]. This generation of applications ot employ a neighbor
selection method, hence they are mainly human driven ingefmeighbor selection;
with very minimal or no automated sensing and selection wfhiors.

In the following sections we present our proposédnnectEncframework
that can automate neighbor selection process by providitgnaatic requirement-
specific neighbor selection. The framework provides nowsisio rate the neighbors
and integrates within itself existing peer-rating systesuonsh as recommendation and
reputation systems. We begin with the rational for the desigd then proceed to-
wards design principles. Following the design, we presetdits ofEncounter Fil-
ters comprehensive analysis of the framework and a section bdati@n, along
with a summary ofonnectEnaiser study.
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1.3 Rationale & Architecture

In this section, we present rational, design goals and tegél Idesign of theCon-
nectEndramework.

1.3.1 Rationale and Approach

P2P mobile application can be only used with peers who arkemddio range. In
cases where several peers may be around to participate iR ad®®ity, which out
of those should be picked? For some application any set afpeeuld work but
many applications as mentioned earlier would require aoriméd selection based
on the requirements of the application. For e.g. which peer tigher chance of
encountering again or of a longer encounter session. Alsosusay not want to
interact with randomly selected peers (Sec. 1.6.1).

Looking at this problem from a user’s perspective, who wélthe peers this user
may meet again? (or other longer duration, etc) These wilhbgeers who are sim-
ilar to user in their behavior (being at the same place andanee time). In social
science this is known as principle of Homophily [29]. Homidypban be measured is
several different ways and using encounter history we caasore spatio-temporal
homophily. We propose severBhcounter Filtersto measure spatio-temporal ho-
mophily. For greater trust and reliability (optional) on @ep, a user can meet this
peer face-to-face. This is easier in mobile P2P network apéers are in physical
proximity and some peers may already be socially knowndalgh we do not make
any such assumptions). Face-to-face meeting can be dtilizeerify the authentic-
ity of peer’s claim and can be used to set up out-of-band eticny keys [14, 25].

If these keys are stored withonnectEncthen other applications can use this key to
securely communicate with the specific peer.

1.3.2 Design Goals

The main design goals f@onnectEndnclude:

1. Balanced Discoveryin our peer selection (and discovery) framework, identi-
fying peers known to the user (i.e., a perfect matches) ialmatys our goal. Instead,
we aim to provide the user with a balance between acquaiesar@ new matches as
a more useful and realistic measure. We achieve this by géngiencounter scores
over several filters and allowing application-specific pasection.

2. Stability: The peer recommendation should be stable over time andsiRsen
tive to minor, temporary changes and noise in user behaigtiers and anomalies
should be detected and removed.

3. Distributed Operation: ConnectEnshould be able to provide all the func-
tionalities in a distributed fashion without the need foremiralized infrastructure
or trusted third party. All operations should be performecklly on the users de-
vice. Not sharing of user information should be requiredtry $ystem for privacy
preservation.
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Figure 1.1: Block Diagram overview of the ConnectEnc architecture. Dotted lines

enclose the modules o€onnectEnc (Orange colored blocks). Green colored blocks
(1, 2 & 12) illustrates the blocks that interact with other applications and user of the

device. White colored blocks (5, 8 & 9) illustrate the integation of external systems
with ConnectEnc.

Other goals include: resilience (against attacks), poimiency, and flexibility
to utilize external sources (reputation & recommendation)

1.3.3 Overall Design

An architectural overview of th€onnectEndramework and its related subsystems
is provided in Fig. 1.1. Overall there are 3 categories otkdo 1. Orange colored
blocks (3, 4, 6, 7, 10 & 11) indicating the core componentSofnectEnc2. Green
colored blocks (1, 2 & 12) indicating the modules that iné¢maith the applications
and users, and 3. White colored blocks (5, 8 & 9) indicate gtamof external
systems that can be integrated w@&hnnectEnc

All the core components ofonnectEnare fundamental to the design of the
framework. These modules are required to meet the desids. Jdee basic function-
ality of each of the modules is as follows; TBaort Range Radio Scanningpdule
provides basic encounter information (for e.g., Blueto®¥iFi AP discovery). The
Location Informatiormodule provides the device’s positioning data. This dat@vg
received byEncounter Filtersand Anomaly Detectiomodules. The&Encounter Fil-
tersis the block that generates encounter scores using a farffillyens (described
in the next section). ThAnomaly Detectiomprovides a recommendation regarding
suspicious encounter activities. Tbaified Score Generatiomodule combines the
output of Encounter Filterswith the output fromanomaly detectiorrecommenda-
tion systemreputation systepandblack and white listaising the weights provided
by theWeight GeneratarThe Weight Generatoprovides weights that decide how
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much importance is to be given to the different inputétdfied Score Generation
The selection of weights is done based on the requiremergs iy the application.

The green colored blocks in Fig. 1.1 indicates how applecetiand user can
interact with theConnectEndramework. We perceive the applications will interact
with ConnectEndramework by first setting up the requirements by specifitiyer
relatively or absolutely the importance (weight) of eagbuinconsidered by thgni-
fied Score GeneratiorDnce the weights are selectéghnnectEnavill generate a
ranked ordered list of the encountered peers (Block 1) im&ighborhood. Once the
application finishes the transactions with the neighbodagices, it provides (op-
tional) feedback about the experience with the users. Badlfack is feed into the
Reputatiorblock.

The white colored blocks are optional and external comptnehthe Con-
nectEncframework. These modules can enrich the peer selectioregpsoout are
not required. Any existing systems providing necessarygtionality can easily be
integrated with this framework. The ‘Reputation’ block ea®s peer feedback from
applications based on application’s experience with tieisrglevice. The ‘Recom-
mendation’ block runs an external recommendation servidgaovides input to the
framework. The ‘White/Black List’ allows users to expligigive score to a device.
This can empower user to add peers without even encountbeny

With this conceptual understanding of the system, we nowrdesthe heart of
ConnectEndramework Encounter Filters

1.4 Encounter Filters

Encounter Filtersrate encounters in multiple dimensions so that applicatimmd
users can make a selections based on rich set of choicesolagktof space we are
going to discuss and analyze 5 major filters, however, thegdes ConnectEngs
modular and can easily integrate more filters (if neededg.filters we propose and
investigate are based on:Simple encounter (frequency and duration) ranking and
ii. Spatial Correspondence.

1.4.1 Simple Encounter Ranking

These filters rate encounters by aggregating the encouatteuding simple statistics.
They are:

Frequency of Encounters FE): ranks encountered devices based on total num-
ber of encounters over a window of history, regardless otitiation. So if a pee
is encountered more number of times than f&gyeerA will get a higher rank than
B. For an encounter session (continuous uninterrupted ene®) FE score for the
peer is increased only once by one. This filter score can bielluse applications
when they have to decide between peers based on the changesetiig again.
Simply put higher FE score means higher chances of meeting.

Duration of Encounters (DE): ranks encountered devices based on the duration
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of encounters. Encounter duration can be measured in twe:aptal duration of
encounters, ii. average session duration per encountapplication using this met-
rics to decide between peers will find that higher DE scoreldvmean that peer may
have higher chances of having longer duration encountsiseslhrough our trace
based analysis we find that both measures of DE have a staltigtstrong correla-
tion with each other. Since, the first measure requires lesage and computation,
we choose its score to represent DE score.

1.4.2 Spatial Correspondence

Spatial Correspondence based measures rate encountensilan Iecation visita-
tions patterns. Higher spatial correspondence meanstht@ateer is very similar in
visiting locations as the user herself. Selecting a usdr igher spatial correspon-
dence means selecting a user who may be encountered mocatéims preferred by
the user. Spatial Correspondence can be measure in mulggie we present some
of those techniques below.

Profile Vector (PV): To capture spatial correspondence, we have designed PV
filter that stores location visitations of a user in a singimehsional vector. It is
assumed for this filter that a device has some localizatipaluidity, which is quite
common for today’s devices. Each device maintains a vettwe. columns of the
vectors represent the different locations visited by a aset the values stored in
each cell indicate either duration or count of the sessiotisad particular location.
At each location visit, the vector is updated with respe¢htolocation.

To get encounter score, this vector is exchanged with oteer and the inner
product of the two vectors is computed. This score is highéneé two PVs are
similar and can be zero, if the users do not have any visitedtion in common.
Here, implicit weight is given to locations based on the dfuration spend. We
can also provide an option to the user, where locations caa éwplicit weights.

However, this filter is not privacy preserving and can introel attacks in the
system, where a peer can tamper with its vector, also therecemmunication costs
involved in exchanging the vectors. This problem in solvgd ¥ filters at cost of
having lesser information to compute similarity scorewit

Location Vector (LV): LV filter is very similar toPV, except that a user not only
maintains a vector for itself but also for each encounteesst.prhe columns of the
vectors represent the differentlocations visited by a asdithe values stored in each
cell indicate either duratiorL{/-D) or count {V-C) of the sessions at that particular
location. For every encounter, the vector for the encoumrdgueer is updated with
respect to the encounter location. lllustration in Fig. 1.2

Since vectors for all the encountering peer are maintaioeallly on the device,
LV requires no exchange of vectors among users for calogjaimilarity. This is
more privacy-preserving and more resilient to attacksesordy first-hand informa-
tion is used (equivalent to what user might have observets privacy comes at
the cost of requiring extra storage space for storing vedumr each user. Consid-
erable storage optimization is achieved by storing (fohes@countering user) only
the locations where encounters happened. Similarity ttions are similar to PV.
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Figure 1.2: Location Vector LV for a user

Behavior Matrix (BM): The behavior matrix captures a spatio-temporal repre-
sentation of user behavior. Columns of the behavior ma#gnote locations and rows
represent time units (days in our case). The value storedcét eell is a fraction of
the on-line time spent by the user at a particular locatioragarticular day (see
Fig. 1.3). Each user maintains their own matrix. To get theespondence score,
users can exchange and compare the two matrices.

To make the behavior similarity check efficient (in terms pase and compu-
tation complexity) and privacy preserving (as only the swamyrof matrix is ex-
changed), we use the eigen values of the behavior matrixxtdrasge between the
two users. The eigenvalues are generated using SVD (Singalae Decomposi-
tion). SVD is applied to a behavior matriM, such that:

M=U.3.VT, (1.1)
where a set oéigen-behaviowectors,vi, vz, ..., Viankvy that summarize the impor-
tant trends in the original matriM can be obtained from matrix, with their corre-
sponding weightsmw,, , W, , oo W) calculated from the eigen-values in the matrix
2. This set of vectors is referred to as thehavioral profileof the particular user,
denoted aBP(M), as they summarize the important trends in Udér behavioral
pattern. Thebehavioral similaritymetric between two users’ association matrices
A andB is defined based on theiehavioral profilesvectorsa;’s andbj’s and the
corresponding weights, as follows:

rank(A) rank(B)
SIMBP(A),BP(B)) = > > waWy [ai-bj| (1.2)
i=1  j=1

which is essentially the weighted cosine inner product betwthe two sets @igen-
behaviorvectors.

BM, like PV, is not privacy preserving, but can provide better spatiogoral
similarity calculations. Due to its privacy preservationthe following sections, we
have only used LV filter for spatial correspondence.

1.4.3 Hybrid Filter (HF)

Each filter provides a different perspective on an encowntbehavioral aspect. The
hybrid filter provides a systematic and flexible mechanisnedmbine the scores
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Figure 1.3: Behavior Matrix for a user

from all filters and present a unified score to the users. Theetien of weights
for various filters would depend on several factors inclgdiser’s preference and
feedback (check Sec. 1.6.1) and application requiremé@ngeneric Hybrid Filter
score ) for a useilJ; can be generated by using the following:

H(Uj) =D _aiR(U]) (1.3)

whereF;(U;) is the normalized score for usef according to filteri. Thea; is the
weight given to filter scor&; andn is the total number of filters used. We selegt
suchthad o =1,and 0< o < 1.

This linear combination is chosen for its simplidityDur implementation allows
users to customize these weights. From the analysis of esdback (Sec. 1.6.2), we
find that not all the users prefer same weights.

The processing and storage overheads for all the filtersharersin Tab. 1.1.

1.4.4 Decay of Filter Scores

Users may have a change in lifestyle (e.g. move to a diffarigntswitch jobs) and

may not very often encounter some of the previously hightgdaeers. So, there
may be a need to decay the score of peers, if they have not Ineenrgered in

a while. To design the decay of encounter scores, we borrom §ocial science
studies that have shown that social relationship are dymand require frequent in-
teractions to prevent decay. The strength of relationskasipes with the increase in
time between interactions. This decay follows a exponkdéeay pattern with half

time dependent on the relationship type [12] (3.5 yearsdoniliy, 6 months for col-

leagues). We use a similar function to decay the filter sooitsa user configurable
half-time with 6 months set as default.

10ther non-linear combinations shall be investigated inreitvork.
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Filter Processing Overhead Storage Overhead

FE O(m) O(n)
DE O(m) O(n)
PV O(m) o(l)
LV O(m) O(nl)
BM o(m) O(Id?) for SVD
HF Oo(n) Oo(n)

Table 1.1: Overhead of Filters in terms of processing and stage. Heremis the total
no. of records in the encounter file,n is the no. of unique encountered uset, is no.
of locations visitedd represents the no. of days used for BM calculations. We also
assume thatm >> n.

1.5 Trace Based Analysis

To evaluate our design of Encounter Filters, we considenamaied trace sets from
three universities (see Tab. 1.2; the information providete traces is anonymized;
name of University U1 is also anonymized). The advantagesofguWLAN traces
is that they are much closer to reality in terms of user miybfilso representative
of a larger population) than the existing synthetic mopititodels. However, due
to lack of ground truth in WLAN traces, we also collected &sevith ground truth
by deployment oConnectEnt The results from the deployment are discussed after
this section. The WLAN traces, much like other real tracesgtsmall percentage of
noise and error. We assume that users associating to saglesgiAccess Point (AP)
encounter each other as AP range is generally less than Bdamedoors and most
of the traces are from indoor usage. It is assumed that eagheidevice (identified
by MAC address) represents a user.

We use the WLAN traces to generate Encounter Filter scoredoh user found
in the trace. The WLAN trace is converted to encounter trace&ch user by deter-
mining all the other users who had overlapping sessions tithuser at the same
AP (location). Encounter Filters take this encounter tr@gan input and produce a
ranked list by encounter score. For analysis, we pickitéppeers of a user from the
ranked list. We investigate three properties of the filtérsCorrelation among filter,
2. Stability, and 3. Small world characteristics.

1.5.1 Filter Correlation

We examine the degree of similarity (correlation) amongesdrom different fil-
ters. While high similarity indicates redundancy of thesfist, low similarity implies
orthogonality of the recommendations. For this invesigggtwe have considered 9

2MIT Reality Mining [17] traces have ground truth in terms afgey data. However, the average num-
ber friends per person is close to 1 (including several usbrshave listed themselves as their friends).
Therefore, this trace set cannot be meaningfully used faluations.
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Trace Source Ul USC [22] Dartmouth [1]
Time/duration of trace Fall 2007 Spring 2007 Fall 2005
Start/End time 09/01/07-11/30/07  01/01/07-03/30/07  09/01/05-11/30/05
Unique Locations 845 APs 137 buildings 133 APs
Unique MACs analyzed 34694 32084 4906

Table 1.2: Facts about studied traces
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Figure 1.4: Correlation between the encounter lists produed by various filters at
threshold, T=40%
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week long traces and threshold the score list at 40% for varying length (at 1
week interval) of encounter history (results for otfievalues show similar trend).
As Fig. 1.4 shows, the trends are similar across the trasés.D andLV —C
filter results show~70% similarity as the list stabilize around 9 weeks of higtor
FE v.s.DE stabilize around 60% to 70%. Rest of the filters stabilizeveen 55%
to 30%, meaning they produce different sets of lists. Thedmmilarity indicates that
filters are not redundant and can be used to generate richrgstoonmendations.

1.5.2 Filter Stability

When an application requests node recommendation, gitiegriterion for selec-
tion, it may want to know if this recommendation will hold &n future. For e.g.
will a peer who had frequent encounters in the past, maistaisimilar trend in
future (user is assumed to maintain same lifestyle). Bgieae ConnectEn's rec-
ommendations stable in time? Moreover instability can aeafusers and reduce the
effectiveness of in-application cache. Therefore, it ipémative to examine stability
in the peer recommendation over time. We investigate thmlisyeof the peer lists at
T = 40% using 9 weeks of U1 traces (otfleralues and traces show similar trend).
Peer lists from multiple trace lengths are used to examatzlgy.

More than 90% similarity is found between 1 and 9 weeks trac®E, FE and
LV-C filters (see Fig. 1.5), implying that users selected & Week of encounter
continued to be in the peer recommendation list of 9 week kemgpunter history.
BM filter shows high stability when the difference in histdsyless than 2 weeks
(80%) and falls to 55% for 1 week and 9 weeks. The LV-D filtervggaimilarity
of about 40% between any list, implying that every week teedhanges by 60%.
This indicates that users may encounter regularly (by lfalim LV-C) but may
spend different amount of time encountering over the we@kerall, we note that
some filters (DE, FE, and LV-C) stabilize in just 1 week of aigt which makes
them suitable for recommendations when encounter histalyart. The time interval
between the recommendation list regeneration can alsalggteducing processing
requirements).

1.5.3 Graph Analysis

We analyzed the effect of peer recommendations on the nketyrvaph and compared
it with the regular and random graphs while increasing $iglec¢hreshold T)(using
DE filter, other filters show similar results). An edge is adldetween a pair of
nodes only when atleast one of them is peer recommended by#sar (un-directed
graph). We note that clustering coefficient (CC) [7] of thewwak increases witii %
and the path length (PL) decreases with increasen For e.g., using 9 week Ul
trace, CC is 0.171 af = 10% and becomes 0.201 at= 100%. However, in the
same scenario Path Length decreases from 3.64 to 2.59. Nam®9% of the nodes
were connected even at= 10%.

A small world analysis is performed as described in [7]. Wd fimat normalized
CC (NCCQ) is close to CC of regular graph and the normalizedN#RL() is close to
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PL of the random graph (Fig. 1.7 shows NCC and NPL for diffelemgths of traces
and values of"). It appears that network created by peer recommendagansmall
world network (results for other traces are similar).

1.6 Implementation & Simulation

In this section we show our validation of three major questicegarding the de-
sign of ConnectEnci. Do people prefer connecting with peers they already have
some information on, ii. I€onnectEnable to discover peers that users may want to
connect to?, and iii. Ca@onnectEncecommendations be useful in a P2P commu-
nication scenario? First point is to check the premise ofamsumption that a user
may have preferences in selecting a peer that in a way cact affiev application se-
lect neighbors (user may add constraints such as | only wapltiy this game when
there are higher chances of finishing this game later). Wdedhis question with a
survey. The second point is to validate that if users prefkrcsing peers who have
higher encounter score, GonnectEnable to discover them? We perform a user
study usingConnectEnanobile application to address this question. For the third
point, we take DTN routing as our P2P application. We showh e help of large-
scale trace-driven simulations thabnnectEncecommendations can lead to better
routing in DTN networks having selfish nodes.

1.6.1 Survey

To investigate whether people prefer connecting with pterg already have some
information on, we conducted a survey at a major computevar&tconference, this
population has good understanding of computer networksicieants were asked
to indicate their willingness to communicate (using P2Hiappions) under different
scenarios on a scale of 1 to 10. We received 32 usable respdksEig. 1.8 shows,
willingness of the users to cooperate with unknown useidggs low (mean is 2.31).
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Figure 1.8: Survey Results showing user’s propensity to comunicate with other
users in various communication scenarios

However, willingness increases when users have knowldoigét éhe encounter his-
tory. This reinforces the approach @bnnectEnof using encounters to make peer
selection. We also observe that users give more importancenbined scores-E
andDE score are high) than individual scorésH is high orDE is high). This jus-
tifies ConnectEns use of Hybrid Filter for combining encounter scores. 8taa
deviations in results suggest that although most users iwdormation about en-
countered users before cooperating, the individual ingmme of the filters may vary.
This flexibility is made available i€onnectEns Hybrid Filter (more generically by
Unified Score Generation) by assigning weights according@’s preference.

1.6.2 ConnectEnc Application

To investigate whethgConnectEnds able to discover peers that users may want to
connect to, we developed@onnectEnanobile application and conducted a user
study. The application measures the mobile encounters @luetooth radio) and
rates the peer devices based on the scoEmobunter FiltersThe application allows
user to mark a device as trusted if they would like to have &% €ommunication
with that device in the future. We collect this selectionadahd correlate the user
selections witiConnectEncecommendations (based on encounter score) to validate
our approach.

Currently,ConnectEngs available for Android platform and Linux based Nokia
Tablet N810 [2]. It provides the ability to rate encounteenssbased on FE, DE,
LV and Hybrid filters. Encountered users can be sorted by digy ind weights
for the Hybrid filters are user configurable. If some of theamtered users are
currently discoverable, their listing would have a greaweudar mark as shown in
Fig. 1.9A. The application provides inbuilt facilities fecanning Bluetooth devices
and Wireless Access Points (for localization as GPS is greige expensive. User
can select GPS, if needed). On selecting a particular ussspater details (Fig. 1.9B
are presented and clicking on the map option one can see mecdacations on
map (Fig. 1.9C). Apart from the filter scores, other statssuch as distribution
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Figure 1.9: Selected screenshots @@onnectEnc application (earlier it was named
iTrust). Fig. A. shows the main screen where encounter useere sorted by the filter

score (Names and MAC are blurred intentionally). Current encounters marked with

Green circles. Marked known users are shown in Blue color. K. B. shows details for
an encountered user. Fig. C. shows user encounters on Map. Reolored annotation
is added to show the application flow

of encounters with a peer over time are also available. Emteoing devices can
be rated for trust (P2P communication oriented) by the usethe scale from -
2 (no Trust) to 2 (high Trust). This application is also cdpadif providing peer
selection information to other applications. This appl@macan also be used a social
discovery application, where it can alert user about nedghly peer devices and
give context by showing history and location of past encersitWe note that use of
ConnectEndoes not affect privacy of the use@onnectEnonly stores information
on discoverable Bluetooth devices. Any Bluetooth capaklag can capture the
same information thafonnectEncaptures.

Application Evaluation: 22 students (grad and undergrad) from CS major ran
ConnectEnapp for atleast a month. Users were asked to mark devicestrigty
(for P2P communication) in the application. On averagentimaber of trusted peer
marked by each user is 15 and the number of unique devicesieteced per user
is 175. We use this data to investigate if recommendatioBrgounter Filterscor-
relates with trusted user identification. We note that nbéatountered users who
may be trusted/non-trusted may have been marked and natstéd users may have
discoverable Bluetooth. This issue will be of lesser conearthe adoption afon-
nectEndncreases.

We rated the performance @onnectEndor each of the 5 filters (including Hy-
brid Filter, referred as Combined Filter (CF) in the app,méqual weights) on 2
metrics, 1: number of trusted peers in range top 1 to 10, 10tet2 ofConnectEnc
recommendations (also known as Precision metric in InftioneRetrieval litera-
ture) and 2. fraction of encounter peers needed (from topjpaure ‘x’% of trusted
peers for each filter. The above metrics are chosen to mehsurevell the filters
perform when compared to user’s selection. Here rankingsgth on the filter score.

For metric 1, we note thafonnectEnds able give high ranks to trusted peers
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Figure 1.10: ConnectEnc evaluations based on application usage. Fig. A shows the
percentage of trusted users in 1 to 10 Top user, 11 to 20 Top usdor each filter. Fig

B. shows fraction of encounter users needed (from top) to capre ‘X'% of trusted
users for each filter

(Fig. 1.10A.). On average, out of top 10 ranked peers recamedby FE, DE and
CF, 5 (50%) or more peers are marked trusted. We see that Evitop 10 ranks
have 3 to 4 peers on average, however, if we consider top 28,kfilters capture
6-8 trusted peers (more than 50% of the total trusted peeng)number of trusted
peers in rest of the ranges continue to fall except in thedasge as it contains all the
peers ranked beyond 80. For all the filters, there is a strtatgtically significant
correlation between the score and the rank of trusted pedgs for LVC, r=0.84, p
<0.01). Evaluations using metrics 2 shows that 80% of thedduseers are captured
by top 25% of the encountering peers as ranked by the filteddtseir is a strong
statically significant correlation (Fig. 1.10B.). This s¥®users willingness to trust
others (for P2P communicaton) in a mobile network to siatily correlate with
recommendation given bgonnectEncWe also note that there are peers who have
high rank, yet they are not trusted. We believe, these cahéericountered peers,
who are very similar to the user and can provide new intesaapportunities to the
user and can be utilized by other mobile applications (idiclg social networks).

Another finding from the deployment is that average storagpirement for
ConnectEndo store one month of data is 6.2MB including raw and proatsista
(75MB per year). This implies that with the current availdypiof mobile devices
with multi GB storage capacity, ConnectEnc’s storage nesménts can easily be
met. We have also used this deployment data to create anyesféigient encounter
scanner as explained below.

Energy Efficiency: Scanning of Bluetooth and WiFi devices consumes consider-
able power (since the scanning process is periodic). Adegiving the traces (which
were scanned at 1 min interval), we noted that due to spaiiality in the traces,
we can skip the scanning rounds if we find the same devicen agtie next round,
assuming that the user remains in the same location. The enuwfhibounds we skip
is (2" — 1), wheren is number of times same devices are found consecutivelly, wit
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an upper threshold (MaxThres). If after a scan round, thécds\change, we make
n = 0. We note that reducing scanning period increases the faascounter infor-
mation. Since we have the ground truth (traces scanned ah), wé can find out
the information lost using L1 norm on the distribution of ARIf{i trace) and Blue-
tooth devices in both the cases. We note that2, gives us 64% saving in scanning,
yet the loss is of 6.5%(more in Tab. 1.6.2). Current versib@@nnectEn@pplica-
tion incorporates this energy efficient scan mode. We alsest®e thaConnectEnc
framework can save considerable energy when multiple PRRcafion are running
by providing encounter information to all the applicatiamdathus preventing each
of those applications from running their own scanning pssce

MaxThres Loss(W)% Saving(W)% Loss(B)% Saving(B)%

3 6.52 64.21 6.79 66.31
7 10.52 75.27 11.40 76.61
15 15.11 81.53 15.02 82.29

Table 1.3: Tradeoff between saving in terms of scans and los$ information, W and
B indicates Wifi and Bluetooth trace resp.

1.6.3 Simulation Evaluation

To test the utility ofConnectEncecommendations on a larger scale, we use trace-
based simulation. The goal of this simulation is to investigf ConnectEncecom-
mendations can make a difference in routing messages ovefay Dolerant Net-
work (DTN) with selfish nodes. DTNs are infrastructure-laesvorks that work on
the cooperation among the nodes. Since nodes spend thairces in routing mes-
sages, the nodes may only route messages for nodes they knvamen they have
some incentives (thus become selfish). Here weGmanectEndramework to help
a node decide from which of its peers to accept packets artd ofurther while
being selfishness to other peers. SiGmnectEnselects nodes that are similar in
terms of spatio-temporal similarity, several nodes haviigh encounter score may
be already know to the user (Homophily [29]). Therefore imytnessages for nodes
that have high encounter score may give the user socialtinedg4].

Setup: To examine the effectiveness GbnnectEncwe use epidemic routing
protocol [34]. Epidemic routing performs a controlled flaegland has been proved
to provide lower bound in performance in terms of hops, dalag unreachability.
These properties make it an appropriate tool for the purpbser evaluations. We
use WLAN traces (converted into encounter trace) from 3 aaseg for this simula-
tion.

Fig. 1.11 shows the flow chart f@onnectEncouting used by each node. When
a node receives a message from peer with encounter score albloresholdsT), it
accepts the packet and attempts to route it. Otherwise,dte accepts the packet
based on factors such as user-configured selfishness. Tishrsets is defined as the
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Figure 1.11: Flow chart for DTN routing usingConnectEnc's peer selection
probability () that a node will not accept and route packets for a peer whelmwv
a set encounter score threshold.

The performance of epidemic routing is measured using thregics:i. Un-
reachability - the number of nodes out of all receivers tioatla not be reached by a
given sourceij. Delay - the ratio of average time taken by a message to rebitteal
possible receivers over the max possible delayjian@verhead - average number of
hops a message took to reach all the possible receiversthsirsfportest path. Since
overhead and delay were seen to vary directly with unrealityatve have skipped
their results.

For the simulations, we use first 60 days of traces to creatanpnary encounter
scores and run epidemic routing on traces for next 30 daysourier scores are
updated weekly during the run of epidemic routing (to mimimabile device as
computing encounter scores after every encounter or dalyldvbe resource in-
tensive for the device). Around 800 nodes are randomly s&dems sources for the
epidemic routing.

Results: Intuitively, selfishness should cripple the connectivitytihe network.
Fig. 1.6 shows that the network unreachability increasesiasreases (and@ = 0).
To the benefit of our scheme, we find that as social incentivatioduced based
on the encounter scores in the network, the effect of seHishis reduced. Here
we use encounter scores from DE filter (other filters showlamtiend). For U1,
whenT = 0% andS= 0.9, unreachability increases by 83% from the case when
S= 0. However, increasing threshold To= 40% (S = 0.8) unreachability remains
only 31% from the case whe®= 0. Likewise, for Dartmouth, whei = 0 and
S= 0.9, unreachability increases by 40% from the case when0. However, in-
creasing threshold t& = 40% (S= 0.9) unreachability remains only 10% from the
case whers§= 0. For USC,T = 0 andS= 0.9 increases unreachability by 1.7% of
the case whe® = 0. However, increasing threshold To= 40% S = 0.9) brings
unreachability to only 0.48% from the case whes: 0. The effect ofConnectEnc
peer recommendations is higher when selfishness is higlchwiakesConnectEnc
more suitable in networks with high selfishness. The effépeer selection b on-
nectEnc(or selfishness) is not significant in USC traces, which ctald result of
high unreachability in the network even&t 0 (5 times of U1 or Dartmouth).

We now compare the performance of Hybrid Filters (using Bedéint weight
combinations). The highest unreachability (worst perfance) is produced by us-
ing only theBM filter score and the lowest by using tRé& filter (Fig. 1.12). The
combination of filters at equal weights has unreachabilibge toFE filter. This
analysis shows that, that combination of filter scores cadyce better results (an
also avoids user confusion) than using individual filterstt& performance dfE
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Figure 1.12: Hybrid filter results when T=40%. Number on the legend indicated the
ratio of score from each filter. For e.g., 1211 impliestpe = 0.2, arg = 0.4, ay—p =

0.2, and agv = 0.2 and 0100 impliesape =0, arg = 1, ay—p =0, and agv = 0

(Sec. 1.7.3)

over BM does not implies that we should not uB& but it implies that for this
particular applicatiorE is a better Encounter Filter.

1.7 Other Modules

This section discusses the remaining modules as mentionbe iarchitecture dia-
gram (Fig. 1.1). These modules are not needed for basicifunadity of ConnectEng

but can enhance its capabilities. These modules includenahoDetection, External
Inputs and Unified Score Generation. Due to unavailabilitgryy suitable existing
anomaly detection system, we have designed our own. Extienmats and Unified
Score Generation are provided to give a high-level idea ath@uframework, how-
ever, more research in the future is needed.

1.7.1 Anomaly Detection

Incorporating resilience to attacks is a primary requiretrfer our design. Here,

the attack on th€onnectEnsystem includes an attempt by a peer to gain encounter

score in arelatively short time by injecting many encoustents (e.qg., via stalking).
A growth of encounter scores in this fashion can be consilareanomaly (or an
attack), and a specialized anomaly detection system issddedombat such attacks.
SinceConnectEnscores individual encountered peers, at present we corssidge
attacker scenarios.

An attacker would want to get a high encounter score as soposssble to have
high returns for limited effort. The goal of the anomaly dxien design would then
be to considerably raise the level of effort needed for a essfal attack, to be no
less than genuine trusted nodes and friends, which mayl ergaks of consistent
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encounters at trusted locations by the attacker. The sgatiporal granularity of
the filters determines such attack effort and provides us tlig# anomaly we aim to
detect. Note that in our implementatiddnified Score Generatiotakes input from

the anomaly detection unit. The role of anomaly detectionldidhen be to raise a
red flag (and also lower the unified encounter score of a p@esispicion of attack.

Anomaly detection, theoretically, can be achieved usimgestised or unsuper-
vised learning techniques. However, due to present lackarhing data (from real
attacks), we only consider unsupervised technique. Oumahodetection investi-
gates the evolution of encounter patterns over time (withmformation exchange
between nodes). The anomaly detection mechanism congidegrowth slope of
encounter statistics (including scores generated byEtimounter Filtery. The de-
tection system learns normal behavior over time, and irmates deviations from
the normal to detect suspect nodes and trigger user alerts.

Based on the approach mentioned above, we have create tattlttés anomaly
detection system with the help of trace-driven simulatiarsd by creating an at-
tacker’'s model). The anomaly detection, we designed, st@ahdetect attackers with
less than 8% false positives and 6% false negatives. Howewvaue to lack of space,
we are skipping the details.

1.7.2 External Inputs

i. Recommendation & Reputation SystemsConnectEnds designed to take inputs
from existing recommendation [32, 18] and reputation systgL0].ConnectEncan
alsobootstrapa recommendation system, since recommendation systeessstaurt
to evolve only after initial direct interaction. Recommatidn systems can receive
peer recommendations from other peers. Reputation syséeneceive feedback
on peers from applications and utilize it to raise overatirecof a peer who has
low encounter score but high reputation (or reduce the stmra peer with bad
reputation).

ii. Blacklist & Whitelist: User can use these lists to explicitly add and rate (in-
cluding not encountered) users. This functionality allawglition of infrequently
encountered yet known peers.

1.7.3 Unified Score Generation

ConnectEnmeeds to provide easily understandable information to pipdiGation or
the user. Providing scores from independent modules siehanaay confuse the user
or complicate an application design. As a first step to sifippie output, we earlier
created a Hybrid Filter (HF), combining the Encounter Fifieores. A similar idea
can be used to combine the scores from all the modules destas®ve and generate
a single encounter score for an encountered peer. The stardse combined using
the following:

m

U(Pj.a,B,8) = 8H(Pj,a) +(1-8)(Y_AR(P))) (1.4)

i=1
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whereU (Pj,a, 8,9) represents the unified encounter score for an encountered
peerP;, it is always between 0 (lowest) and 1 (highest)P;) is the score from
Hybrid Filter. B; represent the weights for other normalized external infiR)ssuch
as anomaly detection, recommendation system, reputagisteras among others.
Here Zi"llﬁi =1 and 0< B < 1. The factord decides the combination ratio of
Hybrid Filter and other external inputd.varies between 0 and 1, so the combined
score is also between 0 and 1. If the pa®) (s included inwhitelistthen this peer
automatically gets the highest encounter score. Howeveepéer exists itlacklist,
she will be always be removed before sending the list to atiGgtion or the user.

The modules discussed in this section are presented foakeeaf completion
and would require further research in the future (out of scfup this work). For
e.g, a challenge now lies in finding out the correct weights3( & d) to combine
different inputs. These weights depend on the user andcapioln preferences.

1.8 Conclusion and Future Work

This work introducesConnectEngcan effective encounter based framework for
making informed peer selection choices in mobile P2P agfiins in an efficient,
privacy-preserving and resilient mann€onnectEngs driven byEncounter Filters
that leverage increased sensing capabilities of the mdbileces and their close as-
sociation with users, which enables them to capture peelasity with encountered
devices at multiple levels.

We use four novdEncounter Filtersbased on encounter frequency, duration, lo-
cation behavior-vector and behavior-matrix. The scorectdlthe level of similarity
to aid the user or application to select peers in coordinatigh personal prefer-
ences, location priorities, contextual information amancounter based keys. The
calculations are fully distributed eliminating the needdny server or trusted third
party.

Three phase evaluation reveals that most filters posselsstagility and form
a small world among the users. A series of surveys and paatmiy experiments
shows that statistically strong correlation exists betwibe filter scores and the se-
lection of peers. This validates the Encounter Filter bamgoroach used bgon-
nectEnc Selfishness analysis using social incentive based epiderating shows
that it is possible to efficiently use peer recommendatign€bnnectEnavithout
sacrificing network performance in DTNs. Further, resitieto attack using anomaly
detection achieves less than 10% false positives and 7®%rielgatives.

ConnectEndas been designed to inspire several potential applicatfoat can
be enabled in future. However, there are a few avenues thairesfurther research.
In future, we plan to address some of these questions sucinaltitg multiple de-
vices belonging to a user or MAC address spoofing (severhhitgaes exist [37])
are part of future research. Future work will include anialgs$ other filters for mea-
suring behavioral similarities. We also want to develop daployConnectEndor
popular mobile platforms and study the effect of its usaga targer scale. There is
a need to conduct more research in order to understand hoffettively leverage
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P2P connections in mobile societies. We hope that this relsemntributes to that
effort.
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