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ABSTRACT

The exchange of personal information in digital environments poses
significant risks, including identity theft, privacy breaches, and data
misuse. Addressing these challenges requires a deep understanding
of user behavior and mental models in diverse contexts. This paper
presents a systematic literature review of empirical user studies
on unintentional information disclosure in usable security, cov-
ering 101 papers published across six leading conferences from
2018 to 2023. The studies are categorized based on methodologies—
quantitative and qualitative—and analyzed for their applications in
various scenarios. Major subtopics, including data privacy, security
in browsers, and privacy tools, are examined to highlight research
trends and focal areas. This review provides details on topics and
application areas that have received the most research attention.
Moreover, by comparing descriptive and experimental approaches,
findings aim to guide researchers of strategies to mitigate risks
associated with online everyday interaction.
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1 INTRODUCTION

Online browsing and app usage are integral to both our personal
and professional lives as people depend on various tools and appli-
cations to navigate the digital world. Engaging in activities such as
exchanging, submitting, and sharing information through emails
[65, 118], social media [6, 69], or other digital platforms [22, 127] is
commonplace. However, the online exchange of information comes
with significant challenges and risks, particularly concerning pri-
vacy and security. There is always a potential for unauthorized
access and data breaches, which can lead to the release of personal
and sensitive information, resulting in identity theft, financial loss,
and other malicious activities.

To address online privacy and security issues, people adopt var-
ious protective behaviors [14, 128]. These include downloading
apps only from reliable and trusted sources and ensuring that the
software they use meets high security and privacy standards. Addi-
tionally, they may seek to stay informed about potential threats by
keeping up with security incidents affecting their families, friends,
or the broader community, which helps them identify and avoid
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similar risks [66, 128]. Furthermore, they adjust their privacy set-
tings to control who can access their information and posts, and
they exercise caution before sharing personal details that malicious
parties could misuse [14, 21].

Despite these efforts, only a limited number of users consistently
familiarize themselves with or follow these risk prevention mea-
sures. Therefore, it is crucial to develop software and tools with
well-established default security standards to minimize risks. Un-
derstanding how people engage with the digital world is essential
for identifying specific challenges. The field of usable security and
privacy (USP) helps identify these challenges at the intersection of
human behavior and digital security [91]. USP helps security ex-
perts focus on critical risk areas, enabling more analysis of people’s
behavioral patterns and ultimately enhancing overall online safety.

While USP is a broad research area, this review specifically con-
centrates on the subtopic of online information disclosure in ev-
eryday digital interactions. We use the term information disclosure
to describe situations in which users, often unintentionally, reveal
personal or sensitive data through routine online activities such
as web browsing, email, or social media use. This focus reflects a
consistent pattern in prior empirical studies, which examine how
users make decisions about sharing, withholding, or managing data
in digital environments. Studying this area is critical because users’
privacy and security are shaped not only by technical safeguards
but also by individual choices about data sharing and software
settings.

Additionally, people may struggle to grasp the nuances of po-
tential information disclosure through different problems, vulnera-
bilities, and risks. The dependencies on various applications and
types of data further complicate this understanding. Because of the
need to understand user choice, human-subjects research method-
ology is commonly employed to study user behaviors and thinking.
Different choices of user studies, such as controlled experiments
using hypothetical cases or surveys that reflect more realistic per-
sonal experiences, provide varying degrees of control and insight.
Experiments may offer more control but often rely on hypothetical
scenarios, whereas surveys, though less controlled, may capture
more authentic personal experiences. Differences in user study
types directly affect the knowledge gained, making it crucial to
consider the overlap among methods applied, research subtopics
focused on, and types of applications studied.

This review aims to highlight the value of a systematic literature
review in organizing and assessing the research methods applied
across different areas of information disclosure. This will assist
future researchers in selecting practical approaches for their stud-
ies and ultimately help lower users’ online risks. It provides an
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overview of areas that have received more attention and identi-
fies key topics that could benefit from future work by providing
evidence of what research methods have been most effective in
different areas. The review spans six leading research conferences
in security and human-computer interaction in recent years (2018—
2023), filtering from a total of 8185 papers to 101 papers given
detailed analysis. We focus on empirical studies involving people,
emphasizing the various methods used to conduct user studies.
Each method offers unique benefits and limitations. Users have
diverse experiences and perspectives that influence their disclo-
sure decisions, which might vary significantly between laboratory
settings and real-world contexts. Personal past experiences differ
from hypothetical scenarios, and there are distinct challenges in
understanding risk when dealing with hypothetical cases versus
real personal information.

2 BACKGROUND

2.1 Overview of Usable Security and Privacy

USP aims to make security and privacy mechanisms both accessible
and effective by balancing robust protection with user-friendly de-
sign. This necessitates a review of key areas where information is at
higher risk of disclosure due to the nature of information exchanged
or shared. One common topic within USP is authentication, which
focuses on securing users’ online accounts and data by verifying
their identities [10, 57, 111]. For instance, when a user logs into an
email account, the authentication process ensures that the user is
who they claim to be, typically through passwords or other verifica-
tion methods. In this context, a significant contribution to USP was
the development and evaluation of a data-driven password meter,
which measures the strength of passwords and provides users with
actionable feedback to enhance password security [111].

Another crucial subarea in USP is the study of user behavior
for security and privacy. This refers to the actions or decisions
that individuals take that affect their privacy or data security. For
instance, Wu et al. [125] explored how the explanations provided
by browsers about private browsing modes shape users’ miscon-
ceptions and beliefs. Many users incorrectly assumed that private
browsing would prevent geolocation tracking, protect against mal-
ware, eliminate advertisements, and stop tracking by websites and
network providers.

Moreover, differences between expert and non-expert users of
the Tor Anonymity Network emphasize the importance of under-
standing how Tor works to mitigate risks [29]. Experts have a
technical understanding of Tor, while non-experts generally see
it as a service without detailed knowledge of its operation. This
distinction is crucial for reducing the risks of deanonymization and
ensuring user safety [29].

Further investigation into why users follow or ignore computer
security advice revealed key perception gaps drive these decisions.
For example, Fagan et al. [23] found individuals who follow security
advice tend to perceive greater benefits and risks in doing so, while
those who ignore the advice see higher benefits in not following it.
This study highlights the crucial role of users’ perceptions in their
decision-making regarding computer security [23].

Shabhriari et al.

Research in USP also examines users’ choices of security settings,
which are configurable options that help manage or enhance soft-
ware features for the security and privacy of users and data. These
settings include security warnings and indicators that should be eas-
ily accessible and understandable for users [3, 13, 25]. Bravo-Lillo
et al. [13] explored the design of security-decision user interfaces,
introducing attractors to draw attention to critical information
in security dialogs, significantly reducing unsafe user actions. On
the other hand, Felt et al. [25] focused on browser security indica-
tors, identifying deficiencies in existing designs through surveys of
over 1,300 users. They proposed a set of new indicators: Secure for
HTTPS, Not secure for HTTP, and Not secure for invalid HTTPS,
based on extensive user testing and design considerations.

Another subarea addresses the use of encryption, the security
method that involves converting information into a coded format
to prevent unauthorized access. For instance, Abu-Salma et al. [1]
conducted a study to explore obstacles to adopting secure commu-
nication tools. Their findings showed that fragmented user bases,
incompatible tools, and users’ lack of understanding of end-to-
end encryption hinder its adoption. Additionally, Whitten and Ty-
gar [121] conducted a usability evaluation of PGP 5.0 [30], a pro-
gram designed for secure email communication through encryption
and digital signatures. Their work [121] highlighted the need for
security-specific user interface design principles. They also found
that PGP 5.0 is not user-friendly for individuals unfamiliar with
cryptography, leading to ineffective use of the security features.

Moreover, the topic of social engineering focuses on manipula-
tion techniques that trick individuals into revealing confidential
information or providing system access to malicious actors. As an
example of work on this topic, Jagatic et al. [45] demonstrated that
attackers can easily and effectively exploit social network data to
increase the success rate of phishing attacks. It was found that
users are over four times more likely to fall victim if solicited by
someone appearing to be a known acquaintance [45]. Also, an-
other study [117] explored the effectiveness of different phishing
training approaches and found that the impact of the training sig-
nificantly depends on who delivers it. Facts-and-advice training
was more effective when provided by security experts, while sto-
ries about phishing incidents were more impactful when shared by
peers, showing the importance of the perceived origin of training
materials [117].

Our review specifically concentrates on the USP subtopic of
online information disclosure in digital interaction, which recog-
nizes the need to protect most individuals who engage in online
activities, as these users are often at risk of unintentionally dis-
closing information. This focus encompasses a range of activities
that threaten online users. For instance, users often need to pay
more attention to crucial security warnings, thereby missing out on
vital information intended to protect them [115]. Privacy concerns
are also associated with using online proctoring software during
virtual examinations, as these tools often require access to sensitive
personal data [107]. Furthermore, sharing personal information on
social media platforms can expose individuals to various threats
[39], as can the misuse of private browsing features, with users fre-
quently overestimating the level of privacy these functions afford
[35]. Additionally, using fitness devices that track and share users’
health and location data can pose significant privacy risks if not
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properly managed and understood. Each of these areas represents
a critical aspect of online user behavior that necessitates careful
consideration and study to enhance the safety and privacy of users
in the digital world.

A contemporary USP-relevant example is the emerging ecosys-
tem of Digital Identity Wallets being rolled out under the revised
eIDAS 2.0 framework in the European Union. The EU Digital Iden-
tity Wallet is intended to let citizens store and present verified
identity attributes such as ID documents, driving licences, and ed-
ucational credentials across public and private services through
a single mobile wallet [96]. From a usable security and privacy
perspective, these wallets introduce new opportunities for uninten-
tional disclosure, as users must navigate fine-grained consent flows,
decide which attributes to share in unfamiliar contexts, and rea-
son about how repeated wallet use may link their activities across
services. Early empirical work on Digital Identity Wallet concepts
shows that users often prioritize convenience and usability over
security and privacy, struggle to understand the underlying ecosys-
tem, and request safety nets in case something goes wrong [68, 93].
As EU Member States are required to provide at least one certi-
fied wallet by the end of 2026 [96] this represents a high-stakes,
real-world setting where effective USP design is crucial to prevent
unintentional information disclosure.

2.2 Related Literature Reviews

The literature survey we present in this paper adds to the body of
knowledge on online information disclosure and usable security
and privacy (USP) literature reviewed by others. Online information
disclosure is a critical aspect of USP, as it encompasses the risks
and behaviors associated with users’ interaction and data-sharing
practices. Our review aims to highlight the human factors influ-
encing these interactions and how they align with the findings of
previous reviews in the field.

Because our review focuses on human-subjects research, the
review by Distler et al. [18] is highly relevant. Their review analyzed
papers between 2014-2018 that involved human subject studies
to study how researchers represent risk to participants, primarily
through simulated or naturally occurring risk. Their investigation
also looked into the type of risk representation used across different
research methods. They found that papers with an experimental
objective mainly employed simulated risk, while descriptive studies
primarily used naturally occurring risk. Various tools were used to
represent risk to participants, including security/privacy-related
tasks, prototypes, and scenarios. Our review, however, differs by
focusing on online information disclosure and covering a more
recent period (2018-2023), allowing us to compare trends in USP
methodology over time.

In addition, Iachello and Hong [43] highlight the critical role of
HCI in privacy, emphasizing that many issues stem from user in-
teractions with systems. They call for standard privacy-enhancing
techniques, effective analysis methods, and a comprehensive “pri-
vacy toolbox”. Similarly, Jacobs and McDaniel [44] find that non-
expert misunderstandings of technology often lead to risky deci-
sions and security breaches, stressing the need for user education.
Garfinkel and Lipford [31] trace the evolution of usable security and
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privacy, emphasizing that poor usability often results in security
failures, advocating for integrating usability and security in design.

Beyond domain-specific reviews, several systematic investiga-
tions have also examined methodological approaches in usable se-
curity research more broadly. Realpe et al. conducted a systematic
review of usability principles, evaluation methods, and development
processes for secure authentication systems, concluding that exist-
ing methods are fragmented and often insufficiently user-centered
for evaluating security-critical interactions [83]. More recently,
Sauer et al. compared 22 methods for assessing the relationship
between user experience and information security, highlighting sub-
stantial variability in methodological scope, data collection strate-
gies, and evaluator roles [92]. Including these perspectives helps
position our review within a wider landscape of methodological
debates and demonstrates that USP research, like other areas of
usable security, lacks consistent empirical approaches.

3 METHODOLOGY

3.1 Research questions

Ensuring the security of individuals participating in online activ-
ities is crucial to preventing unintentional disclosure of personal
information. This includes addressing various online threats that
can harm users. In our review, we focus on online information
disclosure in digital interactions, acknowledging the necessity to
safeguard most individuals who engage in online activities, as they
often risk unintentionally revealing information. This area is cho-
sen due to the significant influence of the user’s decision-making
process on data sharing and risk-taking. Given the diversity in
user experiences and perspectives, it is essential to employ human-
subject research to capture this complexity and assess whether
certain methods are more effective for specific subtopics. This ap-
proach will help us understand if existing results indicate more
appropriate methods for the research.

In this work, we sought to analyze research methodology used in
USP addressing online information disclosure between 2018-2023.
We conducted a systematic literature review of research papers
published at top USP venues, filtering to a final set of 101 papers
for full analysis. Our analysis focuses on these research questions:

e RQ1:For research leveraging human-subjects methods, which
topics and application areas have received the most research
attention in the study of unintentional online information
disclosure, and to what extent is this focus justified given
their relevance to everyday digital interactions? Are there
underexplored areas or overlaps among topics and applica-
tions that merit further investigation?

e RQ2: What human-subjects research methods are commonly
employed to study unintentional online information disclo-
sure across different topics and application areas? What
methodological details, such as participant pool, can guide
future researchers in designing studies?

3.2 Systematic Review

This section outlines the methodology employed for conducting
the literature review in this survey, providing an overview of its
structure. Table 1 provides an overview of the process. Our sys-
tematic literature review approach involves four key phases: (1)
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publication venue selection, (2) search procedure, (3) filtering, and
(4) detailed review.

3.2.1 Publication Venue Selection. The process began by identify-
ing the most relevant peer-reviewed publication venues recognized
for emphasizing USP papers, with a particular focus on those that
highlight online information disclosure and the threats that users
face in digital interaction with the online world. Because USP papers
are mainly presented in conference formats, we focused on top-tier
venues that (i) are high-impact outlets in security, privacy, and
HCI, (ii) consistently publish empirical, human-subjects USP work,
and (iii) most directly intersect with explicit online information
disclosure. Our search strategy focused on conference proceed-
ings because preliminary screening showed that most empirical
studies involving human participants in unintentional disclosure
are published in conference venues. Major journals in this domain
tend to publish fewer user-centered empirical studies or empha-
size technical or policy-focused work that falls outside the scope
of our research questions. In addition, we acknowledge that our
review is based on a sample of highly relevant venues and that
other publications, including journals, may still contain relevant
studies.

Balancing scope and feasibility, we selected three flagship con-
ferences in the security and privacy domain: ACM Conference on
Computer and Communications Security (ACM CCS), IEEE Sym-
posium on Security and Privacy (IEEE S&P), and USENIX Security
Symposium (USENIX Security). In addition, we included two pri-

vacy/USP-focused venues with high concentrations of human-subjects

studies: the USENIX Symposium on Usable Privacy and Security
(SOUPS), which is specifically tailored for USP papers and highly
relevant to our study, and the Privacy Enhancing Technologies Sym-
posium (PETS). Lastly, because usable security includes human-
centered research, we also included the ACM Conference on Human
Factors in Computing Systems (CHI), the premier HCI venue that rou-
tinely publishes empirical privacy and security work with human
participants.

We considered other strong venues (e.g., ESORICS, EuroS&P,
NDSS, CSCW), but excluded them after a scoping pass indicated
substantially lower yield of human-subjects studies on online in-
formation disclosure relative to the screening effort. We note this
as a scope tradeoff and return to it in our limitations. While these
six venues are not the only outlets for high-quality USP research,
they capture the highest-impact USP and HCI communities

3.2.2 Initial Search Procedure. The next stage of the review method
applied term search and listing review to reduce the sample to the
most relevant papers from the selected venues and time period.
In this stage, we employed two distinct approaches to account for
differences in digital libraries and available search capabilities. In
the first approach, we utilized the keyword search tools from the
ACM Digital Library and the IEEE Xplore Digital Library to create
our initial collection of possibly applicable USP papers for ACM
CCS, IEEE S&P, and ACM CHL

To select a set of papers covering user studies for online in-
formation disclosure, we first performed an initial filtering using
keywords to cover a broad range of potentially relevant papers in
usable security that we would later review for specific relevance
to information disclosure. We used the keywords to select papers

Shabhriari et al.

with at least one related term to usable security in addition to one
related term to digital interaction in the title or abstract: (usable
security OR privacy OR security) AND (web OR online OR internet
OR email).

We chose these terms because prior USP work shows most ex-
plicit online disclosure risks arise through web services, browsers,
online communication, and email, not device-local or infrastructure-
only contexts. We intentionally did not include broad terms like
IoT, authentication, or LLM because they would expand beyond
our scope and primarily return papers on mechanisms or plat-
forms where disclosure is not the research focus. In addition to
searching through available online digital libraries, the search limi-
tations of specific paper listings necessitated the second approach
for some venues. Specifically, we manually reviewed each abstract
for USENIX Security, SOUPS, and PETS, which lacked advanced
search capabilities in the online digital libraries. Studies on social
platforms were still captured because many abstracts/titles use
online/web, and our manual venue passes (SOUPS/PETS/USENIX
Security) recovered additional social-media-context papers that the
keyword search may miss. This allowed us to identify and include
potential papers aligned with our research objectives.

3.23 Initial Review and Filtering. During our filtering process, we
applied a multi-stage review of titles, abstracts, and full texts to
eliminate papers that did not align with our research topic. This
stepwise filtering is summarized in Table 1.

Stage 1: Title and keyword screen. We first excluded papers whose
titles made it clear they were unrelated to human-subjects research
or online interactions. For example, papers describing purely tech-
nical mechanisms (e.g., “Side-channel Attacks”) or system design
papers without a user component were discarded. We also excluded
non-archival items such as posters, extended abstracts.

Stage 2: Abstract review. For papers that passed the first screen,
we examined abstracts to ensure they (i) included empirical data
from human participants and (ii) directly addressed disclosure-
related behaviors, perceptions, or risks in online contexts. Examples
of included papers are those studying willingness to share data
with mobile apps or expectations of privacy in video conferencing.
Examples of excluded papers are those focused solely on tool design
without user evaluation, or those studying unrelated topics like
cryptographic protocol design, authentication mechanisms, or IoT
firmware security.

Stage 3: Full-text eligibility. In the final stage, we reviewed the
complete texts to confirm that each paper (i) reported empirical
human-subjects data (e.g., surveys, interviews, experiments, di-
ary/log studies), (ii) investigated online information disclosure or
user decision-making about sharing/withholding data, and (iii) pro-
vided sufficient methodological detail to extract study attributes.
Papers failing these criteria, or tool-design papers without empirical
user insights, were excluded at this step.

Our research focuses on studying the risks associated with digital
interactions in online activities. By applying strict criteria, we en-
sure precision and relevance in our analysis. This method allows us
to comprehensively understand users’ information leakage during
their browsing or interaction experiences without their awareness.
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Filtering Process Publication Venues

ACM IEEE USENIX

SOUPS CHI PETS Total

CCS S&P Security ota
All published papers 1053 760 1294 187 4381 510 8185
Potential papers after keyword search- 15 23 43 69 60 30 240
ing and title review
Potential papers after filtering with ab- 1 5 29 41 35 30 141
stract review
Included papers after final review ‘ 0 ‘ 3 ‘ 20 ‘ 26 ‘ 25 27 101

Table 1: Filtering selected papers in 6 publication venues between 2018-2023.

3.24 Detailed Review. The paper selection and filtering process
resulted in a final sample of 101 papers for detailed review. To
ensure a thorough analysis, the full text of all final papers was
reviewed to gather information on the different research methods
used, including surveys, experiments, interviews, and focus groups.
Relevant notes, categorizations, and assigned attributes were doc-
umented in a spreadsheet to facilitate organization and analysis
of this information. Labels were created and updated iteratively
over the course of the review. If new labels emerged or new criteria
were formed along the way, previously reviewed papers were re-
reviewed to ensure consistency. For each paper in the sample, we
reviewed and recorded essential information such as the publication
venue, topics, end-user context, application areas, research meth-
ods, related details, research questions, and research findings. One
researcher conducted descriptive coding of 101 included papers.
This was done to extract the general context of each paper. Then,
two researchers iteratively reviewed the descriptive codes together
and performed axial coding to select primary themes. Next, both
researchers then iteratively compared and discussed the resulting
themes with taxonomies and related topics of other literature (with
notable examples including [18], [44]). Both researchers worked
together to iterate on the themes and categories until reaching
a consensus on the final set. Thus, the papers were distributed
across different user experience and behavior topics, such as data
privacy and information security, communication and privacy pro-
tection, browser-based security and privacy, privacy awareness,
perceptions, and behaviors, privacy tools, online advertising, and
tracking.

4 FINDINGS OF LITERATURE SURVEY

4.1 Research topic areas in online information
disclosure

To identify which topics have received more attention, understand
which areas pose higher associated risks, and determine which
areas require further research, we needed to develop a set of topic
areas. We based our choice of categories on a thorough analysis
of the literature on online information disclosure and by coding
the 101 papers in our sample. Since no existing taxonomy exactly
matched our criteria, we developed our own. This new taxonomy
is grounded in existing literature, established taxonomies, and the
specific intersections with our paper topic areas.

Each paper was categorized based on its contextual focus for
the research into online security and information risk. Following
the descriptive coding of the papers, two researchers subsequently
conducted a thematic review of the descriptive codes and reached a
consensus on larger topic groups. The resulting topics were aggre-
gated into six predominant topic categories, as outlined in Table
2. Data privacy and information security leads, capturing 30.7% or
31 out of 101 papers of the research focus. Following this, com-
munication and privacy protection secures 21.7% or 22 out of 101
papers, while browser-based security and privacy represents 17.8%
or 18 out of 101 papers. Additionally, privacy awareness, perceptions,
and behaviors accounts for 12.9% or 13 out of 101 papers, privacy
tools comprises 9.9% or 10 out of 101 papers, and finally, online
advertising and tracking makes up 6.9% or 7 out of 101 papers of
the research distribution.

4.1.1 Data privacy and information security. The majority of the
papers focus on users’ mental models concerning the sharing of
personal information with various entities. This topic investigates
critical issues surrounding personal data, which is now commonly
shared and stored online. It examines security risks linked to the
posting of personal data on social media and poor data management
practices, such as granting devices access to personal information
like location data without understanding how it is managed.

For instance, a study found that many wearable activity tracker
users significantly underestimate the number of third-party appli-
cations accessing their data, with most users having little under-
standing of these data-sharing processes [133]. In contrast, research
on online proctoring by Terpstra et al. [107] revealed that, under
certain conditions, students found it acceptable to share data with
their teachers, even when teachers were not directly involved in
the proctoring process.

A critical question raised by this research is whether personal
data that users have previously shared can ever be permanently
deleted from the internet, particularly when shared with companies
like Google and Facebook that hold vast amounts of user data.
Investigations into users’ understanding and expectations of online
data deletion in social media and nonspecific contexts highlight
users’ desires for control over their data and the need for enhanced
deletion mechanisms and preferences for data expiration [69, 72].

Additionally, studies using responses to data transparency tools
have explored users’ concerns and perceptions about data collection
by Google and Facebook. These studies found that, while users
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appreciate the insight and control provided by these tools, they
remain concerned about the amount of data being collected and
shared (7, 24].

4.1.2  Communication and privacy protection. This significant area
focuses on protecting communications using various platforms,
such as email, messaging, and social media. It involves preventing
potential risks that users may face, like phishing attempts through
emails or the risks associated with using voice assistants or micro-
phones in conferencing tools.

In email security, researchers have examined user decision-making
and behaviors when confronted with phishing emails and malicious
URLs. For example, many studies concentrate on how different
features can help users prevent these risks and understand their
behaviors [5, 58, 131]. Interestingly, research found that untrained
individuals often outperform phishing filters due to their familiarity
and expectations regarding incoming emails [118]. These studies
highlight the importance of understanding user thought processes
and actions.

The popularity of conferencing tools surged after the COVID-19
pandemic, leading to multiple studies on user behaviors and con-
cerns when using these communication tools. A common finding
is that privacy is a top priority for users [22]. However, users of-
ten have limited control over their choice of conferencing tools,
as these are frequently dictated by their company or colleagues.
Detailed investigations, such as one study on the usability issues
of the mute button in video conferencing applications, found that
while users perceive the mute button as a privacy control, various
apps continue to access and even transmit background audio data
[127]. This discrepancy between user expectations and actual app
behavior underscores a significant usability problem that requires
attention to improve user trust and privacy.

In the context of messaging, the primary concern for users is
ensuring that their messages remain inaccessible to others. This is
achieved through end-to-end encryption, as highlighted in various
research papers. These studies delve into users’ mental models,
behaviors, and misconceptions while using end-to-end encrypted
platforms [116]. Interestingly, it was found that visualizing encryp-
tion through icons and animations negatively impacted users’ per-
ception, while simple text was considered much more trustworthy
[102].

4.1.3 Browser-based security and privacy. This topic analyzes the
potential threats users might encounter while utilizing web browsers,
addressing issues such as users neglecting warnings, installing ad
blockers, and misconceptions about using private browsing tools
like Tor. The goal is to understand users’ mental models and be-
haviors regarding web features and their privacy, aiming to design
intuitive features or educate them on the risks associated with these
actions to ensure their online safety and privacy.

Browser extensions are a popular feature among web users, and
researchers have studied various aspects of them. For instance,
one study examined users’ general understanding and preferences
regarding the data that extensions can access [46]. Other studies
have explored practical use cases, such as using browser extensions
to prevent online tracking and addressing usability and breakage
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issues that users might encounter [64, 75]. These studies also ex-
plored whether users stopped using these extensions when faced
with breakage.

More technically, the Domain Name System (DNS) is a funda-
mental web feature that allows users to type the name of a website
instead of memorizing its numerical IP address. However, using
an untrusted DNS can expose users to unauthorized data access
or various types of attacks. Several studies have focused on user
awareness and concerns related to different encrypted DNS con-
figurations and settings, as well as the use of an improved version
called Protective Domain Name System (PDNS) and its adoption
among users [76, 90]. The research found that users mainly trust
default configurations and do not customize their settings due to
potential breakage. They also tend to adopt the settings used by
their Internet Service Provider (ISP).

4.14  Privacy awareness, perceptions, and behaviors. Understanding
users’ behaviors, attitudes, and awareness levels regarding online
privacy is crucial because it helps design more effective privacy
measures and educational campaigns. By comprehending how users
perceive and react to privacy risks, developers and policymakers can
create tools and guidelines that better align with users’ needs and
expectations. This area aims to explore these aspects to comprehend
users’ expectations and perceptions of privacy. Although it shares
similarities with other related topics, the primary focus is on the
psychological aspect of users.

For instance, a study on the effect of social norms on privacy
behaviors revealed that people tend to disclose sensitive data to
avoid disagreeing with others [80]. Individuals often imitate oth-
ers’ behaviors, especially when they perceive that others do not
care about privacy. Additionally, the literature highlights the im-
portance of trust in privacy recommendations and the significant
role of the source of these recommendations in building trust and
encouraging the adoption of guidelines. People primarily educate
those in their social circles, emphasizing the significance of trust in
privacy-related matters [32].

4.1.5 Privacy tools. Privacy tools encompass a range of features
and tools designed to safeguard users’ privacy online. These tools of-
fer users a secure and private connection to the internet, protecting
them from online threats and prying eyes. However, designing and
developing these tools alone is not sufficient; it is equally important
to understand users’ mental models and scenarios when using these
tools. This understanding enables the creation of privacy tools that
are more effective, user-friendly, and accessible.

One example of privacy tools is Personal Privacy Assistants
(PPAs), which help users manage their privacy online. Research
indicates that users prefer PPAs that can learn their preferences,
offer high user involvement, allow vendor choice, and provide
transparency around data disclosure [101]. By incorporating these
preferences, designers can develop more effective and user-friendly
PPAs.

Additionally, nudging tools represent another type of privacy
tool that can enhance users’ privacy. These tools use subtle prompts
or reminders to encourage users to take actions that will improve
their privacy and security [27, 63, 99]. For instance, a commitment
nudge may remind users to install updates, back up their data, or
enable two-factor authentication [27]. Moreover, nudging tools
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have been used to influence the decision-making behaviors of ado-
lescents using social network services (SNS) to avoid privacy and
safety threats [63]. Furthermore, nudging interventions have been
utilized to promote the adoption of secure mobile payments [99].
By leveraging these tools, users can take proactive steps to protect
their privacy and security online.

4.1.6  Online advertising and tracking. While relatively underrep-
resented in our sample due to the focus on user studies, online
advertising significantly impacts privacy and data protection. Users’
personal information and online behavior are analyzed to curate
personalized ads, raising concerns about privacy and data pro-
tection. Users often remain unaware of the extent to which their
personal information is being tracked and used for advertising pur-
poses. This indicates a need for further user studies to explore and
address these concerns. For instance, a study demonstrated the
impact of hyper-personalized ads on users who had expressed neg-
ative emotions and were wary of privacy violations [38]. Another
research highlighted the necessity for personalized and interactive
ad-targeting explanations that address users’ specific concerns [56].

Furthermore, the practice of personalized advertising can seri-
ously affect privacy and security, as this information can be used
to track and monitor users without their knowledge or consent.
Research has shown that users are not adequately protecting their
data even when they feel confident about the type of data being
collected [28]. This uncertainty about data utilization can lead to
significant privacy risks. For example, while "privacy zones" in
fitness tracking apps aim to hide sensitive locations, they have
proven to be ineffective [71]. This underscores the urgent need for
better privacy protections and user education regarding the use
and sharing of location data.

Topic ‘ Number of Papers | Percentage

Data Privacy and Information 31 | I | 30.7%
Security

Communication and Privacy 22 | I 21.7%
Protection

Browser-based Security and 18 | I 17.8%
Privacy

Privacy Awareness, Perceptions, 13 | I 12.9%
and Behaviors

Privacy Tools 10 | 9.9%
Online Advertising and 7 | .. 6.9%
Tracking

Table 2: Distribution of 101 papers across six topics related
to privacy and security.

4.2 Application Areas

Whereas the previously-discussed research topics addressed differ-
ent subareas relevant to online information disclosure, our review
also considered whether the studies addressed relevance for spe-
cific types of software applications. While some studies addressed
general techniques or concepts that were agnostic of specific ap-
plications, it is important to identify the different base application
types that receive direct attention in empirical research. Following
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our analysis, the resulting categories of application areas were de-
termined based on the specific platforms or categories of software
where the research is applied. Whereas most research subtopics
are broader and not necessarily tied to specific use cases, the appli-
cation areas are more concrete for types of software. The purpose
of identifying both topics and application areas was to understand
the practical contexts in which researchers can gain more specific
scenarios that demonstrate how research topics translate into prac-
tical applications. They allow for cross-sectional analysis of how a
topic is explored across different platforms. For instance, if a lead-
ing topic is applied to only one application area, it may suggest a
strong research community focus and a potential for saturation, or
conversely, the need for more innovative solutions in this area.

Starting with the browser application area that accounts for 21.7%
of papers and encompasses a wide range of activities, including
browser extensions [26, 46, 64], cookie consent interfaces [11, 36],
user behavior, and concerns around web browsing privacy [85, 97,
100], etc. It is no surprise that every browser-based security and
privacy topic paper explores browser application areas. However,
only a quarter of papers in online advertising and tracking—the
second most popular topic using this area—address this critical area.

Social media applications were identified as another core applica-
tion area with four topics identified in them, with communication
and privacy protection being the most popular, accounting for 36%
of usage that investigated different types of privacy protection, such
as sharing content [6, 39], account verification and trustworthiness
[70, 126] to better to understand users’ concerns and needs in the
social media context.

Within the mobile application domain, there are three topics that
focused on these types of applications. An excellent illustration
of this is using nudging techniques to encourage the adoption
of secure mobile payments, as highlighted in [99]. As an example,
[122] demonstrates the effectiveness of data exposure visualizations
on mobile devices, further showing the use of this application’s
versatility across different topics.

Another identified category was email applications, which were
used mostly for studies of communication and privacy protection
(see Figure 1). The review found 32% of app areas focus on this
topic and aim to provide a secure and safe space for users when
communicating over email. Under this area, some researchers have
looked into adopting secure email (e.g., [112]), while others have
researched phishing email scenarios in this application area (e.g., [5,
88, 118, 131]).

In addition, many papers from the sample did not focus on a
specific application area; rather, they explored broader topics that
can be applied across various domains. We organized these papers
under the nonspecific application area because they are not specific
to an application. This category represents the most significant
proportion of research papers from the sample, accounting for
41.5%, as shown in Table 3, demonstrating that a large amount of
studies cover general concepts or techniques and often aim to be
application agnostic. For instance, Sundar and Kim [103] considered
users’ trust in humans vs machines, while Karunakaran et al. [47]
studied users’ understanding and opinions about data breaches.
Vance et al. [115] also researched the effect of security warnings
that users tend to ignore, which can be applied in operating systems
and browsers to show potentially malicious websites.
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As seen in Figure 1, nonspecific application area is substantial
for four of the six topics, containing almost more than half of the
papers. This highlights the importance of exploring broader topics
that can be applied across different domains and enables researchers
to uncover fundamental concepts that can benefit multiple domains
by studying nonspecific application areas, leading to later in-depth
analysis of needed areas.

During the application areas review process, we only received a
few papers labeled as operating system [27], messaging [102, 116],
and conferencing tools [22, 127]. As a result, we decided to merge
these and label them as other for the application area. As per our
analysis, a significant portion (25%) of the papers in this application
area falls under online advertising and tracking. However, in three
of the topics, there was no mention of this area.

Topic ‘ Number of Papers ‘ Percentage

Nonspecific 42 | I | 41.5%
Browser 22 | 21.7%
Social Media 12 | — 11.8%
Mobile 12 | E— 11.8%
Email 8 | . 7.9%
Other 5/ 4.9%

Table 3: Distribution of application areas in 101 papers

Data Privacy and Information Security —4|4‘ 7 ‘ 74 ‘ 1
Communication and Pivcy Protection IS ‘ 3 ‘ 9 ‘ 5 -
Browser-based Security and Privacy 100 -

Privacy Awareness, Perceptions, and Behaviors | § ‘ s ‘

Privacy Tools - 10 ‘ 10 ‘ 50 20

Online Advertising and Tracking —| 25 ‘ 50

1
0 20 40 60 80 100

Percentage

[ Browser MM Email []Social Media  [[]Nonspecific ~[]Mobile [l Other
Figure 1: Cross-tab of topics and application areas in percent-
age

4.3 Research Methods

4.3.1 Overview of Method Types. We categorized types of user
research methods following criteria based on Lazar et al. [55]. Our
categorization developed by applying the criteria to the findings
in the paper sample to result in the following categories of study
types: Descriptive and Experimental. The approach for classifying
method is similar to Distler et al [18]. However, we omitted the
classification of relational studies due to the high dependence on
the analysis method over the general method of study and the
high frequency of overlap between relational research conducted
following descriptive methods. Our analysis found that a majority
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Research methods | 101

Descriptive | 92

Experimental | 39

[Survey] 48 [Focus Groups] 2 [Interview] 30 [Experimen'a 39

[Descriptive Study] 16 [Questionnaire] 36

Figure 2: Research methods used in 101 papers

of papers (91.1% or 92 of 101 papers) utilized descriptive research
methods, as demonstrated in Figure 2. Descriptive research aims
to describe or identify behaviors or thoughts in a given situation
[55]. It often captures data from a natural setting and can serve as
a foundation for further study. However, descriptive research only
describes what is happening and does not provide insights into
the causes behind observed relationships [55]. Types of descriptive
research methods found in our review included surveys, focus groups,
and interviews. We discuss each of these methods in more detail in
the next subsection below.

The review also found a large amount of experimental research,
which focuses on comparison or testing hypotheses, often with the
goal of testing causal relationships [55]. The review found 38.6%
or 39 out of 101 papers utilized experimental research methods. In
order to establish cause-and-effect relationships, it is necessary to
manipulate conditions and independent variables in a controlled
environment and observe outcomes. However, it is important to
note that causation and correlation are distinct concepts, and differ-
ent conditions must be taken into account. Correlation refers to a
statistical relationship between two variables, where changes in one
variable are associated with changes in another. However, correla-
tion does not imply that one variable causes the change in the other.
Causation, on the other hand, indicates that one event is the result
of the occurrence of the other event; there is a cause-and-effect
relationship. Establishing causation requires more rigorous testing
and evidence to show that changes in one variable directly result in
changes in another, and that this relationship is not due to other con-
founding variables. Therefore, simply conducting experiments in a
controlled environment does not automatically establish causality.
We also discuss this in more detail in the following subsection below.
By utilizing both descriptive and experimental research methods,
researchers can produce more reliable and accurate results, which
can benefit various fields of study.

Research Method ‘ Number of Papers ‘ Percentage

Survey 43 | I, | 17.5%
Experiment 39 | I 38.6%
Interview 30 | I 29.7%
Analyze Dataset 12 | - 11.8%
Focus Groups 2|n 1.9%

Table 4: Research methodologies used in 101 papers

4.3.2  Survey. Descriptive studies use surveys as the predominant
method to collect information from individuals. Surveys involve
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a set of structured questions that are designed to gather specific
information from a target population. Surveys are often completed
by individuals without the presence of a researcher, which can
limit the depth and detail of the data collected. In very small cases,
researchers may provide more in-depth insights or explanations
and guidance to ensure that questions are properly understood.

The questions can be open-ended or closed-ended. One of the
strengths of surveys is their ability to gather a large number of
responses from individuals quickly [55]. This allows researchers to
capture a wide range of perspectives and opinions on a particular
topic.

The surveys were divided into two types: questionnaires and
descriptive study. In our sample, 75% or 36 out of 48 papers that
used the survey research method were structured questionnaires to
collect participant data. These typically involve a set of predeter-
mined questions that are administered to all participants, allowing
for standardized data collection and analysis. For example, [17]
employed a questionnaire to gather data from 852 participants
about the changes in their security and privacy (S&P) behaviors,
possible causes for these behaviors, and how they shared these be-
haviors with others. The results revealed that social triggers, which
involve interactions or observations of others, were the most com-
mon factor influencing S&P behaviors, with a significant number
of participants attributing changes in their behavior to interactions
or advice from peers.

This example demonstrates how surveys can be used to collect
data from a broad range of participants for age and gender diversity,
which was crucial for this study. Surveys using questionnaires also
allow data collection without the need for researchers to be present,
which can help reduce unintentional researcher bias.

The remaining 25% or 16 out of 48 surveys were classified as
descriptive studies. Descriptive studies are a subcategory of survey
studies and fall under the umbrella of descriptive research methods
that are used to observe and record the characteristics of a phe-
nomenon. In these types of studies, participants engage in specific
activities to observe and understand their behaviors and responses.
These studies are different than questionnaires that simply ask a
set of questions to gather data. For instance, Zimmeck et al. [132]
conducted a study where participants were asked to go through a
simulated browser setup process and make choices regarding vari-
ous browser features, including the Global Privacy Control (GPC).
The GPC has the potential to empower users to opt out of web
tracking efficiently. The participants did not just answer questions—
they also actively engaged with a simulated interface to make setup
choices that let researchers analyze usability.

4.3.3  Experiment. Experiments offer a controlled environment to
explore cause-and-effect relationships, as explained earlier. The
main objective of an experiment is to test hypotheses and determine
which should be accepted or rejected based on statistical analysis
[55]. For example, a study investigated the effectiveness of various
measures in helping users identify phishing emails by involving
409 participants who were divided into two groups: one with a
tutorial and one without [88]. The goal was to determine the effect
of a tutorial on their ability to identify phishing emails. Researchers
also exposed each group to different reminder measures, finding
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that measures based on videos and interactive examples performed
best, with their effectiveness lasting for at least another six months.

By dividing the participants into different groups and exposing
them to various measures, the researchers could identify which
strategies were most effective. This controlled environment allowed
for a thorough exploration of cause-and-effect relationships, and
statistical analysis was employed to determine which hypotheses
should be accepted or rejected.

4.3.4 Interview. Interviews provide valuable data that is difficult
to obtain through surveys [55]. They allow researchers to explore
thoroughly a problem and gather detailed responses through open-
ended questions. Interviews encourage reflection and can reveal
valuable insights that may not be captured in surveys.

The use of interviews in research is invaluable for gaining in-
sights into complex issues. For instance, a study interviewed 25
social media users to explore the relationship between the Fear of
Missing Out (FoMO) and users’ tendencies to compromise their pri-
vacy online [106]. Through open-ended questions, the researchers
gathered detailed responses about posting habits, joining and stay-
ing on platforms, leaving platforms, and perceptions of others’
online habits and expectations. Another study used interviews
to understand participants’ experiences with shared accounts, in-
terviewing 11 online and 14 in-person participants using a semi-
structured approach that allowed them to express their thoughts
freely [78]. Participants were presented with a categorized list of
accounts and asked about their reasons for sharing, challenges
when they stopped sharing, and their overall experience. These
studies demonstrate the power of interviews in gaining a deeper
understanding of complex issues and uncovering insights that may
not be captured through other means of data collection.

4.3.5 Focus Groups. Performing interviews is an effective means
of data collection, but it can be time-intensive. This is because it
necessitates individual meetings with each participant, which may
extend to an hour or more per person. An alternative strategy is
to utilize focus groups, where multiple participants can engage in
collaborative discussions of their opinions, letting researchers gain
a deeper understanding [55].

As an example, Zhao et al. [130] conducted research on the on-
line privacy awareness of children who are under 11 years old. It
aimed to investigate how well children can identify and deal with
privacy risks that are related to their use of tablet computers. The
research process involved 12 focus group sessions that consisted
of 29 children. The researchers used hypothetical scenarios featur-
ing a cartoon character who experiences various online situations.
Subsequently, the children were asked to express their opinions on
these scenarios, discussing what they and the character should do.

4.3.6  Analyze Dataset. Datasets were analyzed in around 11.9% of
the papers to identify patterns or trends and to gather more detailed
information using other research methods. This step is often com-
bined with other research methods, and it helps in finding themes
to be able to use in other research methods. For example, Habib et
al. [35] conducted a study to explore the patterns and motivations
behind users’ engagement with private browsing modes in web
browsers. In the first step, they analyzed browsing data collected
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from more than 450 participants. These users had given their con-
sent to have their daily computing behavior monitored through
software. This was followed by a survey to gain a better under-
standing of why people use private browsing for certain activities
and whether they understand how it works.

! I !
Data Privacy and Information Security —| 17 | 8 ‘ 11 ‘ 20 -
Communication and Privacy Protection —| 7 | 11 ‘ 6 ‘ 2 ‘ H

Browser-based Security and Privacy —| 11 | 7 ‘ 3 ‘ 5 ‘ =
Privacy Tools | 4 - -
Online Advertising and Tracking —| 4 nl H
T T T
0 10 20 30 40
Number of Papers
[DSurvey [ Experiment [[JInterview [] Analyze Dataset [_] Focus Groups

Figure 3: Cross-tab of topics and research methods

4.4 Research Methods within Research Topics

Our analysis also captured the intersection between the type of re-
search method and research topics. The results (see Figure 3) show
certain trends and preferences for approach within the different
topics. Surveys are the most common method used, especially in
data privacy and information security, where they are used around
44% of the time. Experimental methods are popular in areas like pri-
vacy tools (43%) and communication and privacy protection (42%).
They are important because they allow for the testing of tools and
strategies in a controlled environment. Interviews are another fre-
quently used method, particularly in data privacy and information
security (28%). They offer a more detailed and nuanced perspec-
tive, especially when individual experiences and perspectives are
essential.

Dataset analysis was used less often and usually only when rele-
vant to the topic and appropriate data is available. For example, it
was more prominent in browser-based security and privacy (19%).
Focus groups are not commonly used in any of the topics, possi-
bly because they do not provide the depth or specificity required.
Ultimately, researchers use specific methodologies tailored to the
unique demands and specificities of each privacy-centric topic.

4.5 Study Characteristics

We also reviewed additional attributes of the different research
methods found in the paper sample, as outlined in Table 4. This in-
cludes a detailed examination of critical factors such as whether the
study was conducted in-person or online, synchronous or asynchro-
nous (i.e., whether participants completed the study on in real-time
with live communication with the researcher or if participants could
independently complete the study without live researcher involve-
ment), and whether it was performed in a group or individually.
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4.5.1 In-person vs. Online. In terms of research methods, the Sur-
vey method was conducted entirely online, with all cases being
carried out. The Experimental method mostly relied on online meth-
ods, with 87.2% of cases being conducted online and only 17.9%
being carried out in-person. The Interview method showed a more
balanced approach, with 66.7% of cases being conducted online and
33.3% in-person. All the Focus Groups were conducted in-person.

4.5.2  Synchronous vs. Asynchronous. The survey method used in
the study was conducted asynchronously, allowing all participants
to engage at their convenience. On the other hand, the experiment
method was mostly asynchronous, with 89.7% of cases being asyn-
chronous, whereas only 12.8% were synchronous. The interview
method was predominantly synchronous, with 93.3% of cases being
conducted in real-time, and only 6.7% being asynchronous. Both of
the focus group cases were conducted in real-time, making them
100% synchronous.

4.5.3 Group vs. Individual. In the survey method, all studies were
completed individually. Similarly, for the experiment method, the
majority of cases (94.9%) were individual-based, with only 7.7%
being conducted in a group setting. The interview method also
showed a preference for individual sessions, with 90% being con-
ducted individually and only 13.3% being group-based. As expected,
focus groups were conducted in a group setting, representing 100%
of the 2 total cases.

4.5.4  Number of Study Participants. The data presents clear trends
in the number of participants across different research methods,
with quantitative methods showing the median participant num-
bers, as can be seen in Table 5. Surveys, with a median of 393
participants, are particularly popular for gathering large-scale data.
Surveys often aim to capture broad population-level insights, which
necessitate higher participant counts to ensure statistical power
and generalizability.

Also, experiments follow closely with a median of 390 partici-
pants, reflecting their frequent use in controlled empirical inves-
tigations. Experiments typically involve a controlled setup with a
narrowly defined population to minimize variability and increase
reliability. This focus often results in fewer extreme outliers com-
pared to surveys, which might include very large participant counts
(e.g., thousands in online surveys) for broad demographic insights.
Consequently, while surveys can have a broader range, experiments
maintain a more consistent participant count.

On the other hand, qualitative methods such as interviews and
focus groups have considerably lower median participant numbers,
20 and 18, respectively. This is primarily because these methods
are inherently time-intensive and cannot typically be conducted
asynchronously. Both interviews and focus groups involve direct,
real-time interaction between researchers and participants, which
limits the number of participants that can feasibly be accommodated
within the constraints of time and resources.

Additionally, these methods often result in extensive, detailed
qualitative data that require time-intensive analysis, such as the-
matic coding or transcription, further limiting their scalability. For
focus groups, the need for coordination among multiple partici-
pants in a single session adds an additional logistical challenge,
contributing to their smaller participant numbers. This explains
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their less frequent application and lower participant counts, with
focus groups being utilized in only two out of six topics. In sum-
mary, the preference for quantitative methods like surveys and
experiments is evident, as they dominate in participant numbers
across most studies.

Research Method Min-Max Bar
393
Survey P .
. I 390 i
Experiment 9 L 4594
20
Interview Fel

S ©
o5
I

° A

Focus Groups

Table 5: Min-max bars representing the range of participant
counts for each research method across all topics, with dots
indicating the median values.

5 DISCUSSION
5.1 Analysis of Topics

Understanding the distribution of research topics provides valuable
insight into the focus areas and potential gaps in the field of usable
security and privacy (USP). This subsection examines the major
themes of research and identifies trends, priorities, and areas need-
ing further exploration. As illustrated in Table 2, the distribution
of papers across different topics shows that a large portion of pa-
pers (30.7%) focus on Data Privacy and Information Security. This
likely reflects the critical importance of protecting personal data
in today’s world, where data breaches can have serious effects on
both individuals and organizations. The high number of studies
highlights ongoing challenges like understanding how users handle
passwords, share data, and spot phishing attempts. It also indicates
a need to develop user-friendly solutions that improve security
without making things too complicated.

In contrast, topics like Privacy Tools (9.9%) and Online Advertising
and Tracking (6.9%) have received less attention. This difference
raises questions about whether some important areas are being
overlooked. For example, Privacy Tools—such as VPNs, encryption
software, and privacy-focused browser add-ons—are key for pro-
tecting user data. The lower research focus here might not mean
these tools are less important; it could be that studying how us-
able they are and why people do or don’t use them is challenging.
Many users find these tools complex or intrusive, which leads to
low adoption rates. This suggests we need more research to make
these tools easier to use and to understand what prevents people
from using them.

Similarly, the smaller number of studies on Online Advertising
and Tracking is notable given how common targeted advertising and
tracking technologies are today. These practices raise significant
privacy concerns, like collecting personal data without consent
and profiling users. The lack of research might be because these
tracking technologies are hard to study—they are always changing,
and companies often hide them from users. There’s a pressing need
to clarify how these technologies work and to assess their impact
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on user privacy. This can help inform policies and lead to tools that
help users manage their online footprints.

Figure 3 shows trends in using research methods across differ-
ent topics in privacy studies. For instance, surveys are predomi-
nantly used in Data Privacy and Information Security, reflecting
the method’s strength in collecting large-scale quantitative data that
can capture broad patterns and trends. Surveys allow researchers to
gather data from a broad audience, making identify general opin-
ions and behaviors. This approach is suitable for understanding
the issues and concerns in data privacy and information security.
Conversely, surveys are among the least used methods in the study
of privacy tools. This indicates a reduced need for broad quanti-
tative data, likely because the effectiveness and user interaction
with privacy tools may require more hands-on exploration, which
surveys are less equipped to handle.

On the other hand, experiments are generally employed more
than interviews across various topics. However, interviews are uti-
lized more extensively in the domains of data privacy and informa-
tion security, as well as privacy awareness, perceptions, and behaviors.
Interestingly, these are also the only two topics where focus groups
were our review found examples of focus groups employed, perhaps
further highlighting the value of qualitative methods for under-
standing user thinking in these topic areas. Using interviews and
focus groups shows the need for in-depth, qualitative analysis to
explore complex, subjective experiences and perceptions. Focus
groups, in particular, bring the advantage of dynamic discussions,
where participants can react to each other’s perspectives, which is
valuable for understanding deep or unspoken factors influencing
privacy behaviors and perceptions. However, these methods were
used less frequently overall in the paper sample—likely because
quality interviews and focus groups are time-consuming to organize
and conduct, and it can be challenging to manage and analyze the
often complex qualitative data that results from them.

5.2 Analysis of Study Methods

Although surveys, experiments, and interviews are popular study
methods, focus groups are less utilized, with only 1.9%, as shown in
Table 4. One reason for this could be the challenge of coordinating
and managing communication among a diverse group of experts or
individuals at a specific time. However, focus groups have limitations
in the ability to assess usability because people may not know what
they want or need [52]. Additionally, online focus groups are difficult
to keep confidential and may not be representative of the average
user, and are time-consuming and expensive. However, it is essential
to consider the benefits of focus groups which can give researchers
valuable information and a deeper understanding of users’ mental
models. For example, [72] conducted focus groups with seven data
deletion experts that helped them to categorize different topics to
be discussed with users and used their thoughts as a baseline to
compare with interviews that they did with users after that. While
[130] utilized focus groups to understand children’s mental models
and privacy risks, which interactively gathered data that was not
easily accessible through other research methods.

On the other hand, surveys with a 47.5% usage rate are commonly
used in various research studies due to their ease of conduct and the
reduced need for collaboration and control. Surveys can save time
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Survey

Experiment

Interview | Focus Groups Analyze Dataset

Data Privacy and Information
Security

Communication and Privacy
Protection

Browser-based Security and
Privacy

Privacy Awareness, Perceptions,
and Behaviors

Privacy Tools

Online Advertising and Tracking

[7], [109], [49], [94], [114], [95], [54],

[81], [129], [47), [69], [51], [48].
[133], [65], [8], [98]
[77], [22], [118], [62], [126], [127]

[61], [76], [46], [64], [132], [97], [79],

[90], [113], [75], [35]
[41], [82], [17], [89], [85], [37]

[19], [101], [100], [74]
[16], [28], [38], [66]

[40], [103], [110], [24], [107], [119],
[104], [60]

[58], [39], [51, [6], [70], [88], [131],
[102], [59], [73], [12]
[26], [11], [9]. [86]. [61], [108], [36]
[80], [53], [33]

[63], [99], [50], [115], [27], [20]
[38], [105], [71], [56]

[106], [72], [67], [122], [78], [4], [60],
[49], [94], [129], [98]

[72] [94], [114]

[87], [116], [112], [21], [4], [77] [126], [127]

[42], [90], [113] [42], [75], [108], [36]

[120], [84], [32], [41], [82] [130] [85], [37]
[19], [101], [63], [99]

[56]

[66]

Table 6: Multidimensional summary of final 101 papers

and allow for the collection of a vast amount of information from
a broad range of people. In survey research, most of the studies
conducted tend to involve questionnaires rather than descriptive
studies, according to Figure 2. While questionnaires are more acces-
sible to create and administer, it might be a good idea to consider
having users perform a task or a hypothetical scenario instead and
then gather information from them such as in [81] which aimed to
understand how users provide false information and tell privacy
lies online by asking participants to imagine buying a movie ticket
as part of a hypothetical task.

Descriptive studies could result in better insights since question-
naires often rely on self-reported data, which can be flawed and
inaccurate, but by observing users’ behaviors, researchers can get
an understanding of how users interact and how their behaviors
may change over time, leading to better research outcomes.

Although surveys and experiments are commonly used methods
in many fields, analyzing datasets in conjunction with user studies
is not widely utilized across all topics covered in this review. Given
the potential benefits of analyzing dataset in understanding the
problem and context before conducting a user study, this can have
a significant impact. For instance, it is interesting to note that
analyzing dataset is predominantly used in browser-based security
and privacy, with 19% of researchers using it to qualitatively analyze
users’ online comments about Chrome’s notification [42]. This data
was then used to conduct interviews later. However, it is worth
noting that none of the researchers utilized this method in privacy
tools. This is a missed opportunity, as different types of online data
from privacy tools like password managers, VPN, or privacy nudges
may be available for analysis, which could yield valuable insights.

Building on these observations about study methods and their
applications, it is useful to compare our findings with prior reviews,
such as Distler et al’s research, to contextualize trends and differ-
ences over time. It is important to note that our review primarily
focuses on topics related to online information disclosure, while
Distler et al. [18] took a broader approach to papers in the field of
USP employing human-subjects studies during the period preceding
our own review. Although both reviews analyzed different study
methods and topics, their objectives were different. Their analysis
concentrates on the strategic choices made by researchers in repre-
senting risk in their studies, which can impact the study’s design
and yields, particularly in fields where understanding risk percep-
tion and behavior is essential. In contrast, our review aimed to
categorize and compare specific research topics and methods, con-
ducting cross-comparisons across different application areas and
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directly examining varied case studies to understand methodologi-
cal patterns in the context of online privacy and security behaviors.

According to Distler et al.’s research, which reviewed papers from
2014-2018, experiments were the most commonly used method at
35%, followed by interviews and surveys at 13% and 12%, respectively.
However, in our paper, from 2018 to 2023, surveys were found to be
the most commonly used method at 47.5%, followed by experiments
and interviews at 38.6% and 29.7%, respectively. Both surveys also
noted that analyzing datasets and conducting focus groups were
less commonly used methods. Focused groups were less utilized
because they are less effective for creating realistic or controlled
representations of security and privacy risks. Unlike experiments,
which allow for precise manipulation of risk scenarios, or surveys,
which can capture naturally occurring behaviors, focus groups
often rely on shared discussions that may not align with the study’s
need for individual or measurable responses to risk.

Distler et al. [18] found that studies with descriptive methods
often involved naturally occurring or mentioned risks, highlight-
ing how risks were studied in prior research. This context helps
frame the methodology and focus of current findings, particularly
in understanding the relevance of risk representation to study ob-
jectives. This is because descriptive methods usually provide less
opportunity for risk simulation and are better suited for evaluating
real-life risks or mentioned risks using interviews or surveys. Our
analysis found that data privacy and information security emerged
as the leading topic with the most papers, which often focuses on
descriptive methods due to its emphasis on understanding users’
behavior when sharing personal data, where naturally occurring
risks are more relevant. In contrast, experimental methods are more
prevalent in areas such as communication and privacy protection and
privacy tools, as these topics benefit from controlled environments
to simulate risks and test user responses to tools and messaging
platforms. This aligns with Distler et al., who highlighted the impor-
tance of experimental setups for studying risk simulation effectively
in these contexts.

5.3 Application Areas within Different Topics
and Methods

Understanding the application areas of research topics and methods
bridges theoretical insights with practical implementations. This
section examines how various empirical studies on online informa-
tion disclosure are applied across specific software platforms and
contexts. While 41.5% of papers from the reviewed sample focused
on nonspecific application areas, as shown in Table 3, diving into
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specific sections that provide more details for each context might
also be essential. Differences in types of applications and technolo-
gies will logically translate to different forms of privacy risks, as
demonstrated in Figure 1. While studies with more generalized con-
cepts are undoubtedly useful in covering widely applicable insights
that can apply to many application contexts, the general approach
also risks missing out on key insights into the unique risks posed
by more specific applications.

It is therefore critical to also conduct targeted, application-specific
research, and the results of our review suggest more attention to
key areas may be warranted. For example, despite the increasing
use of mobile apps, common adoption of smartphones, and expand-
ing use of mobile applications for services, Figure 1 shows research
of mobile apps received less attention during the sampled period.
Mobile apps tend to collect and use a significant amount of personal
data, but they do so in different ways compared to non-mobile apps.

Similarly, social media is a significant part of modern life for
many people, which received a relatively small amount of focus
overall—and the analysis did not yield any direct examples of the
intersection between specific social media applications and the topic
of online advertising and tracking. Understanding the specific risks
within these contexts is essential if we want to develop targeted
privacy solutions.

These examples demonstrate the value of considering the fo-
cus of different application areas, as a broad coverage with both
specific and nonspecific applications is important for developing
more nuanced privacy protections. Within application categories,
the focus on browser applications was high (21.7% or 22 papers)
compared to other specific areas such as social media and mobile.
As almost every person uses these applications, it is crucial to pay
as much attention to them as much as other areas and mitigate the
risks associated with their usage. It is worth noting that email is
another application area that had relatively lower overall focus in
sampled user studies. This is possibly due to the longer history of
email usage in daily life, and research advancements in phishing
algorithms can also filter out many untrustworthy emails by taking
advantage of non-expert users [118]. However, attention to this
area is still necessary as email is an essential communication tool
for most people.

5.4 Recent developments in generative Al and
data disclosure

Recent work from 2024 and 2025 further highlights how uninten-
tional disclosure risks are evolving in the context of generative
Al systems and associated policy debates [2, 15, 34, 124]. Several
empirical and data-driven studies have examined how people dis-
close personal information to conversational models and how they
reason about privacy in these interactions. For example, studies
of ChatGPT users document how people share sensitive details,
struggle to understand data retention and reuse, and navigate trade-
offs between convenience and privacy when using the system in
everyday tasks and problem-solving [2, 124]. Other work focuses
on professional and organizational settings, showing how the use
of generative Al tools at work can create networked privacy risks
when individuals input information about colleagues, clients, or in-
ternal processes, and how these disclosures interact with workplace
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norms and policies [123]. Large-scale surveys and interviews have
also begun to map public perceptions of privacy in interactions
with large language models, including concerns about training data,
secondary use of prompts, and uncertainty over who can access
generated content[15].

In parallel, there has been rapid development in policy and gover-
nance responses that directly address data disclosure in Al systems.
Surveys of organizational practice show that many companies are
restricting or banning the use of generative Al tools because em-
ployees have reported past disclosure of non-public data to these
services, and decision-makers remain unsure how providers handle
such information [34]. Together, these developments demonstrate
that generative Al tools have rapidly become a significant setting for
unintentional information disclosure, and that questions about data
use, retention, and accountability are now central to both empirical
research and policy discussions. Future empirical work should in-
vestigate how users understand these systems, how interface design
shapes disclosure decisions, and how regulatory expectations align
with actual user behavior.

6 LIMITATIONS AND FUTURE WORK

The analysis presented here is based on only a limited number of
papers in USP field involving human-subject studies. At USP, many
areas use human subjects, which can provide a large sample size, as
demonstrated in studies such as Distler et al. [18], to evaluate the
impact of different empirical methods. However, this paper narrows
the focus to online information disclosure, primarily concerning
scenarios where human decision-making and understanding can
affect privacy. As we are confident that this topic is important to
evaluate, the existing literature and taxonomies lacks a categoriza-
tion of topics in this area due to its narrow focus. Therefore, our
sub-topic extraction might not align with past literature but can be
used as a starting point in this area. As USP papers published in
journals were limited, we did not consider them a major publication
venue and were missing from our sample.

As described previously, our review concentrates on the methods
used to study online information disclosure. This includes cases
where users may not be fully aware of the risks, which often leads
to unintentional information disclosure. As a result, we have ex-
cluded topics such as encryption, authentication, and IoT/mobile
security, which directly address these types of risks. Nonetheless,
we acknowledge that some empirical research in these areas may
have been inadvertently omitted from our review.

Also, although our search strategy included six major digital
libraries and covered a wide range of venues, our scope focused
primarily on conference proceedings rather than on a full coverage
of journal publications. This decision reflects the distribution of
research in this area, as preliminary screening showed that a large
share of empirical studies on unintentional disclosure are published
in conference venues, particularly within the human computer in-
teraction and privacy communities. Journal publications in this
domain tend to include fewer human subjects studies or focus on
technical or policy oriented analyses that fall outside the scope of
our research questions. While this choice allowed us to maintain
methodological consistency, it may have excluded relevant articles
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from major journals. We therefore acknowledge this as a limita-
tion and encourage future work to incorporate a broader range of
publications.

Moreover, our review identifies several limitations in the current
literature that point to promising opportunities for future research.
A clear imbalance exists in the methodological landscape, with
most studies relying on descriptive approaches such as surveys
and interviews, while longitudinal and real world methods remain
rare. Because unintentional disclosure often develops gradually as
users become accustomed to interfaces and warning mechanisms,
future work should explore longer term and in the wild behavior
to capture how disclosure patterns change over time. In addition,
the distribution of application domains shows that mobile plat-
forms and social media receive far less empirical attention than
browsers or general online contexts, even though mobile and social
applications dominate everyday digital interaction. Future research
would benefit from examining disclosure events that arise through
mobile permissions, background data sharing, messaging features,
and tracking across applications, all of which represent situations
where users frequently disclose information without realizing it.

Our analysis also reveals topics that remain under investigated
despite their growing relevance. Privacy tools and online advertis-
ing and tracking appear far less often in the empirical literature
than other topics, even though they involve high frequency collec-
tion and inference of personal data. These areas would benefit from
studies that address how users understand and manage risks that
arise from profiling and third party aggregation. Finally, although
experimental studies do appear in the literature, many rely on
simplified or hypothetical scenarios rather than realistic tasks or in-
terfaces. Future work could strengthen the evidence base by using
more ecologically valid experimental designs or mixed method-
ological approaches that combine behavioral data with qualitative
insights in order to better capture user intentions, mental models,
and disclosure awareness during actual interaction.

7 CONCLUSION

We systematically reviewed 101 papers in USP-related research deal-
ing with online information disclosure as seen in Table 6, which
allowed us to categorize each paper based on research methods,
topics, and application areas. We looked into the intersection of
different categorizations, such as using study methods in topics and
application areas across topics, to reveal how researchers utilize
various methods to gain insight across other areas. The review ex-
plored various methods used by researchers to gain insight across
different areas and concluded that descriptive research methods
were preferred over experimental methods. Surveys in question-
naire structure were particularly favored over descriptive formats
that required users to perform a task. Surveys in questionnaire
structure were particularly favored over descriptive formats that
required users to perform a task. Additionally, privacy tools and
email in application areas seem to receive less attention, indicating
that there is potential for improvement in the development of tools
that can enhance privacy protection, particularly in the context of
phishing scenarios. The researchers should pay attention to the
sensitive topic of online advertising and tracking much more. This
issue has the potential to put many aspects of privacy and security
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in danger. It can allow attackers to infer sensitive information and
even execute location-related attacks.
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