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Abstract— While the primary goal of visual analytics research is to improve the quality of insights and findings, a substantial amount of
research in provenance has focused on the history of changes and advances throughout the analysis process. The term, provenance,
has been used in a variety of ways to describe different types of records and histories related to visualization. The existing body of
provenance research has grown to a point where the consolidation of design knowledge requires cross-referencing a variety of
projects and studies spanning multiple domain areas. We present an organizational framework of the different types of provenance
information and purposes for why they are desired in the field of visual analytics. Our organization is intended to serve as a framework
to help researchers specify types of provenance and coordinate design knowledge across projects. We also discuss the relationships
between these factors and the methods used to capture provenance information. In addition, our organization can be used to guide
the selection of evaluation methodology and the comparison of study outcomes in provenance research.

Index Terms— Provenance, Analytic provenance, Visual analytics, Framework, Visualization, Conceptual model

1 INTRODUCTION

Data visualization and visual analytics combine the power of vi-
sualization with advanced data analytics to help people to better
understand data and discover meaningful insights. While the goal
of visualization research is ultimately to improve the quality of
insights and findings, analytic processes are complicated activities
involving technology, people, and real work environments. Practical
applications encounter problems that extend beyond the integration
of any system’s analytic models, processing power, visualization
designs, and interaction techniques. Visualization systems must
also support human processes, which often involve non-standardized
methodologies including extended or interrupted periods of analysis,
resource sharing and coordination, collaborative work, presentation to
different levels of management, and attempts at reproducible analyses
[92, 52, 42].

For these reasons, a substantial amount of research in the areas of
visualization, data science, and visual analytics has been dedicated
to supporting provenance, which broadly includes consideration for
the history of changes and advances throughout the analysis process
(e.g., [34, 73, 37, 21]). It is clear that the research community
agrees on the importance of supporting provenance, and many scholars
have developed tools and systems that explicitly aim to help ana-
lysts record both computational workflows (e.g., [21, 5, 71]) and
reasoning processes (e.g., [26, 37]). For example, VisTrails tracks
steps of the computational workflow during scientific data analysis
and visualization, and then provides graphical representations of the
workflow through a combination of node diagrams and intermediary
visual outputs [5, 14]. Groth and Streefkerk [39] presented another
example with a system for recording and annotating stages of view
manipulations during a 3D molecule-inspection task. As another
example, Del Rio and da Silva [22] designed Probe-It to keep track
of the data sets that contributed to the creation of map visualizations.
Focusing on the provenance of insights, Gotz and Zhou described how
the HARVEST system records the history of semantic actions during
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business and financial analysis activities [37]. These are just a few
examples from a large number of visual analytics tools designed to
support provenance across a wide range of domains and for different
purposes.

As the body of research and existing tools has grown, the commu-
nity’s knowledge of the many factors and goals relevant for effective
provenance support has also broadened. However, the variety of
perspectives can make it challenging to assess the specific aspects
and purposes of provenance that are targeted by any particular project.
The term, provenance, has been used in a variety of ways to describe
different types of origins and histories. For example, the scientific
visualization community, especially the simulation and modeling com-
munities, often interpret provenance as the history of computational
workflow (e.g., [34]), while other interpretations focus on the history
of insights and hypotheses (e.g., [70]). Although many researchers
proactively provide clear definitions and explanations of their foci in
the provenance research, this does not entirely resolve the challenge
of consolidating the variety of interpretations and research outcomes
across projects. Different perspectives and applications of concepts
become problematic for interpreting and coordinating outcomes from
different provenance projects, for communicating ideas within the
visualization community, and for allowing new-comers to clearly
understand the research space. In our work, we analyzed the different
perspectives of provenance that are most relevant to areas of visualiza-
tion and data analysis.

Our goal in this paper is to organize the different types of
provenance information and purposes for why they are desired in
information visualization, scientific visualization, and visual analytics.
We present an organizational framework as a conceptual model that
categorizes and describes the primary components of provenance types
and purposes. Further, we discuss the relationships between these
factors and considerations when capturing provenance information.
Our organizational framework is intended to help researchers specify
types of provenance and coordinate design knowledge across projects.
In addition, our organization can be used to guide the selection of
evaluation methodology and the comparison of study outcomes in
provenance research.

2 EXISTING PERSPECTIVES OF PROVENANCE

Analytic provenance is a broad and complex concept within the areas
of information visualization, data analysis, and data science. In visual
data analysis, the concept often includes aspects of the cognitive
and interactive processes of discovery and exploration, and also the
computational sequences and states traversed to arrive at findings or
insights. Prior surveys have presented definitions, categorizations,



open questions, and potential areas of opportunities for analytic
provenance for visual data analysis (e.g., [34, 97, 39, 37, 70]). Our
goal in this section is to provide an overview of existing perspectives of
provenance to explain the rationale for our organizational framework.

2.1 Provenance in Workflow Management
Approaching the topic from the perspective of data science and
computational workflows, Zhao, Wilde, and Foster [97] distinguished
between two components of provenance: prospective and retrospec-
tive. By this classification, prospective provenance includes the steps
of a workflow procedure, while retrospective provenance includes
technical information about the execution environment and resource
consumption. Also focusing on workflows, Freire et al. [34] adopted
the terminology of prospective and retrospective provenance in their
survey of provenance for computational tasks. The authors added
causality and user-defined information, with causality including on
important information about process sequencing and coordination,
and user-defined information including annotations or other doc-
umentation that better explains relevant user decisions associated
with the workflow. Building off of this framework, the authors
discuss three core components of provenance management systems:
capture mechanisms, representational models, and the infrastructure
for provenance storage and access. While the survey primarily
focuses on practical methods for saving and retrieving information
about computational workflows, the authors’ discussion points to how
these three components can generalize to other exploratory tasks and
visualizations.

Serra da Cruz, Campos, and Mattoso [87] presented a taxonomy of
characteristics of provenance from a technical perspective in work-
flow management systems. The highest level of the organization
includes data subject, capture, storage, and access properties. The
subject of provenance data describes information about when the
data was collected, what granularity or level of detail was captured,
and the combination of steps and input data that together make up
the workflow. A system’s capture properties describe the technical
mechanisms that a system uses to collect provenance data, and
it includes information about the relationship between provenance
models, computational software, the operating system, and the stages
of the workflow. Storage properties detail information about how the
provenance data is saved, and access properties describe methods for
retrieving provenance data.

Different features and thus inconsistencies in scientific visualization
data analysis can arise depending on the choices that are made during
the data analysis stages. The data analysis results can have significant
impacts on the interpretation of scientific content often coming from
simulation and modeling stages. Tracking and providing means
for users to evaluate the quality of data and features is critical for
reproducible analysis of any scientific data.

Scientific methods, data flows, annotations, evaluation protocols,
automated decision making, and querying constitute important com-
ponents of scientific workflows and have been well studied (e.g.,
[21, 34]). VisTrails was one of the earliest visualization tools that
formally proposed a focus on the analysis pipeline to maintain an
awareness of variability, perform parallel analyses, assess results for
pipeline dependence, and maintain a detailed record of the analytical
provenance of the secondary data generated from the raw datasets [5].
While reproducibility has increased substantially after substantial and
thoughtful designs in VisTrails, provenance capture and review remain
as complicated and difficult topics.

Discussing provenance organization in VisTrails, Scheidegger et al.
[85] developed a three-layer model (evolution, workflow and execu-
tion) to organize changes in the workflow process where relationships
among individual workflows and run time information about a specific
outcome are shown. In this way, early outcomes can be explored or
reproduced, and new exploratory tasks can be branched.

Many projects have tackled issues with provenance across a number
of different application domains. For example, Braun et al. [10]
discussed security concerns for the provenance of sensitive data such
as medical and financial information. In another project, Santos et

al. [19] explored the trustworthiness level and the reproducibility of
the geographical information in a provenance visualization tool for the
Global Earth Observation System of Systems (GEOSS). Anand et al.
[2] presented an interactive provenance browser for visualizing and
querying data dependency graphs for scientific workflows. The tool
provided the user different views of the provenance as well as provided
a query language to explore complex graphs.

2.2 Follow the Data
Deeply associated with the provenance of states in workflows (both
scientific and decisional) is the provenance of data in the system.
Algorithms act upon data and generate more data. Data participates
in various transformations in its life cycle right from its generation to
its deletion. Simmhan et al. [90] proposed distinguishing between
process provenance (focusing on the workflow execution and the exe-
cution environments) and data provenance (focusing on the creation
and transformation of data). The W3C group on provenance have
proposed a data model (PROV-DM) that identifies six core compo-
nents of provenance information as it relates to data: entities and
activities; derivations of entities from entities; agents responsibility
for entities and activities; a mechanism for recording the history of
provenance information itself (provenance of provenance); properties
to connect related or redundant entities; and logical structures to store
and organize members [66]. Innumerable complications have arisen
regarding data properties and considerations for provenance capture,
storage, and access (e.g., [87, 43, 71, 21]).

Hensley et al. [43] explored unobtrusive mechanisms to facilitate
provenance traces for the collection and use of sensor data. While their
application area was specific, their design focus was to stay out of the
typical analysis workflows of their users. They facilitated querying of
the provenance through the interactive visualization of derivation trees.
Much of their provenance capture was based on the Core Provenance
Library (CPL), which is a general purpose provenance tracing library
[61]. While most provenance systems require users to interact with
their data using specially designed tools, the philosophy behind CPL
is to abstract the provenance capture into general purpose affordances
which allow client applications to determine their level of disclosure
of provenance.

To facilitate the exploration of these provenance traces, Macko et al.
[60] also developed a node-link visualization tool named Provenance
Map Orbiter. Usability aspects of Provenance Map Orbiter were
compared to a more refined tool named InProv by Borkin et al. [8]
focusing on interaction mechanisms for high-level sensemaking. Del
Rio and da Silva [22] have also studied usability but approach it from a
perspective of data quality in map-making and argue for the inclusion
of provenance in map generation. Also emphasizing visual design
elements along with the flow of data, Maguire et al. [62] studied
methods for determining glyph design for effectively representing
workflow visualizations of biological data.

Accurate provenance traces are essential because decisional work-
flows require structured information. In addition, provenance infor-
mation is meant to be used to facilitate the derivation of insight or
actionable information; thus, it is often necessary to also capture
domain specific knowledge. This is illustrated by Howe et al. [45] in
their description of the development of a provenance-aware workflow
and 3D visualization system for data analysis tasks for oceanic
applications.

Different approaches have been employed to deal with the data
deluge common in provenance of workflows. Biton et al. [6] ap-
proached the overwhelming quantity of bioinformatics workflow data
by controlling the visibility of sub-level workflow views, thus limiting
the provenance information most relevant for the user. Also related
to the quality of data history, Chen et al. [17] studied provenance
visualization to study error propagation and compare among network
traces. Focusing on representing and understanding the provenance
data, Chen and Plale [16] explored layout algorithm, visual style,
graph abstraction techniques, graph matching algorithm, and temporal
representation technique to deal with the high complexity of large
scale scientific data provenance.



2.3 Graphical History
More specific to visual analytics, many visualization provenance tools
also record the intermittent visual outputs during an analysis (e.g.,
[27, 95, 57, 39, 22, 72]), providing many of the benefits of the well
known VisTrails tool [5]. Perhaps focusing more on exploratory
analysis, Heer et al. [41] use the term graphical histories to refer to
history of visualization states, as presented with a graphical interface
that allows saving and revisiting visualizations in data analysis with
Tableau. Jankun-Kelly et al. [49] described the p-set model of
visualization exploration to describe the history and derivation of
the exploration of the visualization process. Javed and Elmqvist
[50] also present a tool, ExPlates, that presents a spatial canvas of
visualization states that serves as graphical history while allowing
visual comparison of multiple views. Work with visual history by
Ragan, Goodall, and Tung [77] and by Andrews, Endert, and North
[3] studied how the spatial organization of visual artifacts in an
analysis workspace affects sensemaking when screen space provides a
persistent record of viewed information.

These are just a few of many examples that demonstrate the
perspective of provenance of visualization state. While undoubtedly
important and highly valued, the concept of supporting provenance
of visualization states or visual history is relatively simple: save
visualizations to help people remember and revisit earlier states in
analysis.

2.4 Interaction History
In addition to recording the history of workflow, data, and visual
representations, many researchers have emphasized the value of fol-
lowing the history of user interactions. Gotz and Zhou [37] used
the term insight provenance to refer to the history of actions and
rationale during an analysis process. By their explanation, insight
provenance accounts for visual actions, the exploration of informa-
tion, and the analytic insight gleaned from the analysis. Gotz and
Zhou characterize different levels of tasks and actions as important
components to consider for insight provenance, with levels covering
high-level analysis objectives, more specific sub-tasks, and even more
specific descriptions of interface interactions. An important distinction
for actions for within this insight provenance framework is that the
actions include intentions for taking those actions. The authors
identified four types of intent: changing data, changing visual state,
changing notes, and changing the action history. The researchers went
further with a taxonomy of user actions with categories to distinguish
among categories for exploration actions (which includes data and
visual explorations), insight actions (those that help record insights,
findings, or important information), and meta actions (those relating
to command history, such as undo/redo).

A great deal of other work has focused on recording and visualizing
the history of interactions (e.g., [54, 24, 65]). Cowley et al. [20]
developed a system called Glass Box that records all low-level user
interactions and events on the operating system of an analyst. They
describe how the capture and storage of the interactions and events
were successful, but the analysis and understanding of these logs
remained an open challenge. Dou et al. [26] found that the manual
human analysis of user interactions of another person’s analysis
can lead to understanding and recovering of specific aspects of the
reasoning process. More recently, Brown et al. [12] showed how
user interactions of a visual search task can be analyzed to find
metrics about a user’s performance, such as time to completion and
success rate. Similarly, Fink et al. [33] found that save and save as
marked important milestones for cyber security analysts during their
investigations. From these works, we learn that user interaction does
encode some aspects of the analytic process and reasoning, and thus
makes for a valuable source of analytic provenance data.

Examples exist on how to integrate such interaction provenance
into the interface and visualization during analysis (as compared to
analyzing it post-hoc). For example, Matejka et al. [65] have shown
how frequent use of menu items can be shown by the graphical
depiction of the button or menu item appearing worn, or otherwise
illuminated using a heatmap. Their work illustrates how usage counts

for functionality can be represented to help users understand usage
history, and over time adapt their interface to enhance productivity by
creating more visually salient menu items. Similarly, work on model
steering has shown how user interactions can be systematically ana-
lyzed to steer the computation for visual analytic tools [12, 29, 79, 30].

2.5 Sensemaking and Insight

Many researchers also discuss the importance of capturing user
thoughts, analytical reasoning, and insights during analysis. Defining
insight for visual data exploration is complex, and it is likely that a
single agree-upon definition does not exist. For example, Chang et
al. [15] present views and definitions about the term insight from
different communities of science. The cognitive sciences have used
the term to indicate a process by which a problem solver suddenly
moves from a state of not knowing how to solve a problem to a state
of knowing how to solve it. [64]. In the visualization community,
insight often describes intermediate or final outcomes or findings that
result from using the visualization [32]. The importance of insight
to information visualization is also evidenced by techniques such as
insight-based evaluation that can be used to evaluate the effectiveness
of visualizations [82]. More recently, Stasko points out that in addition
to the ability for insight to represent findings or knowledge, it may
also include a notion of the additional questions about the data that
were previously unknown to the analyst [91]. Thus, the insights
area an important part of characterizing and understanding analytic
provenance.

Xu et al. [96] discussed challenges for provenance of sensemaking,
including issues such as uncertainty, semantic hierarchies, manual and
automatic capture mechanisms, and approaches for visualization and
presentation. North et al. [70] structured their discussion of analytic
provenance through the lenses of perceiving, capturing, encoding,
recovering, and reusing. They emphasize how this sequence is
critical to creating holistic visual analytic applications that incorporate
analytic provenance functionality. An important commonality is the
need to capture aspects of provenance as the basis upon which other
functionality can be performed (e.g., modeling, reuse, query).

User interaction data is one common form of data collected
about analytic provenance, but others have included annotations,
screenshots, and data transformations in related discussions. For
example, Groth and Streefkerk [39] present a model for augmenting
the systematic recording of series of visualization screenshots and
user interactions with user-generated annotations. As a result, the
automatically captured data is augmented with higher-level, semantic
information from the user about his or her process. This aids in the
subsequent uses of analytic provenance, such as recall.

Additionally, Heer and Shneiderman [42] discuss how the recording
and capturing of analytic provenance information can foster benefits
to data analysts including sharing the processes with others and
guiding users through tasks or stories. They also emphasize how
there are two forms of data to capture: designed systematic capture
(e.g., user interactions, screenshots of visualization) and explicit user
annotations.

These prior projects and categorizations of analytic provenance for
visual data exploration ground the framework presented in this paper.
We contribute to the knowledge in this community by organizing
the multiple perspectives of provenance within the framework and
discussing how it can be potentially used for different tasks and
purposes.

3 METHOD

The presented framework is based on both formal and informal
reviews of literature related to provenance in the fields of visualization
and data science. The formal review covered 50 papers. To begin, we
reviewed an initial set of 25 papers and used selective coding to take
notes for the following:

• The terminology, definitions, and descriptions used by the au-
thors to refer to elements that are relevant to provenance.



• A summary of the focal elements of the work as interpreted from
the authors’ terminology along with the full description of the
work.

• The purposes and goals of provenance discussed or supported in
the work.

• The disciplines or domain areas for the tools or systems pre-
sented in the paper.

• Other notes relevant to provenance, categorization, relevance,
and focus.

We then used the notes from the selective coding of the initial set of
papers to develop a preliminary set of categories.

Next, we added an additional 25 papers for selective coding, and
we performed axial coding on the core set of 50 papers to organize
the types and purposes of each paper using the initial categories. This
was an incremental process of review and category revision. When we
encountered concepts that did not fit the existing set of categories, we
discussed the organization and revised the categories according to our
best judgments. Following each category revision, an additional pass
of axial coding was made over the selective codes.

In addition, while conducting our literature review and identifying
relevant papers to include in the core paper set, we informally reviewed
a greater corpus of papers. We used this broader review to help achieve
appropriate breadth while determining the scope of our analysis (for
example, because we focused on visualization, we limit coverage of
provenance in database research). After establishing the version of
the organizational framework presented in this paper, we continued
reviewing additional papers to check our categories. Because these
reviews were conducted informally, records of the process were not
recorded.

4 ORGANIZATIONAL FRAMEWORK

It is clear that different researchers and projects consider provenance
from different perspectives in the area of visual analytics. In this
section, we organize the perspectives for types of provenance infor-
mation and the purposes for using that information. An overview of
the framework is shown in Table 1.

4.1 Types of Provenance Information
Based on our review of the literature, visual analytics research tends
to focus on five types of provenance information types: data, visual-
ization, interaction, insight, and rationale. These categories are not
perfectly disjoint classifications, as analytic workflows are inherently
complex, and the type of provenance are interrelated. In fact, it would
be difficult to capture a single type without also collecting information
about others; however, many projects do emphasize capture of certain
forms of provenance information.

4.1.1 Provenance of Data
The provenance of data focuses on the history of changes and
movement of data. Data provenance is often heavily emphasized in
computational simulations and scientific visualization, in which sig-
nificant data processing is conducted (e.g., [21, 43, 97]). The history
of data changes can include subsetting, data merging, formatting,
transformations, or execution of a simulation to ingest or generate
new data. From the visualization perspective, workflow and data are
closely related and descriptive of the technical facets of provenance
in visual analytics. Therefore, in our organization, we also include
information about workflow execution, services, and computational
environments under the data type of provenance. Thus, as a high-
level type of provenance type, provenance of data includes both the
prospective and retrospective provenance types described by Zhao,
Wilde, and Foster [97] as well as both the process provenance and
data provenance types described by Simmhan et al. [90].

The capture of provenance related to data is complex and its relation
to provenance is probably most direct. While actions on data in
workflows are prospective and hooks into code that allow the capture

Table 1. Summary of the organizational framework of provenance types
and purposes.

are usually directly encoded, other steps in the workflow may be
much more difficult to capture. Freire [34] described how capture
can be be based on different levels, such as via workflow, process,
or operating system levels. In addition, the provenance of data often
involves challenges of versioning and forking, updates to data sets,
movement, duplication, and associated levels of uncertainty. Quality
control and assurance are well structured; therefore, their application
on data can be easily facilitated, and both prospective and retrospective
mechanisms are effective for capture.

On the other hand, data often contains provenance information
as meta information when there is no centralized management of
this information. Provenance systems with decoupled provenance
information require managed handlers for the data, such as in SPADE
[80]. There have also been arguments for including provenance
capabilities built into the operating system itself (e.g., [44, 75, 23]).

4.1.2 Provenance of Visualization
Rather than focusing on computation and the data itself, visualization
provenance is concerned with the history of graphical views and visu-
alization states. In practice, the history of visualization states is tightly
coupled with data transformation and the interactions used to produce
the visualization; however, it is important to realize that it is possible
to record one of these provenance types without the others. Many
visual analytics tools emphasize support for visualization provenance.
Examples include Chimera [54], VisTrails [5], GraphTrail [27], the
Graphical History Interface by Heer et al. [41], the TimeTravel
interface by Derthick and Roth [24], and the 3D timeline view by
Dobo, Mitra, and Steed [25].

Capturing the provenance of visualization is relatively straight
forward: the system needs to save either an image of the visualization
or the state and settings needed to recreate it later. Another question
is how much source data or state information is necessary to save
along with the visualization information. More data may be beneficial
for understanding the context of creation or branching modified
visualizations, but such benefits come with storage costs.



4.1.3 Provenance of Interactions
The interaction provenance type focuses on the history of user actions
and commands with a system. Rather than individual perspectives
of system events or human cognitive processes, interactions include
explicit and observable user interactions between the two. By this
interpretation, we are separating the action and rationale components
of insight provenance as described by Gotz and Zhao [37]; our
interaction provenance category includes actions, while our rationale
provenance category includes intentions. While closely related, the
distinction is important for the consideration of capture mechanisms
because while interactions can be clearly observed and automatically
captured, intentions and rationale are internal cognitive processes.

However, our perspective of interaction provenance does cover the
action space described by Gotz and Zhou [37]. Data exploration inter-
actions include operational actions that aid in viewing the data, with
examples including button pushes, view manipulations, and query
executions. Exploration actions can also be considered to include the
common types of analytic tasks as described by other taxonomies,
such as the analytic tasks described by Amar, Eagan, and Stasko
[1], the user objectives described by Wehrend and Lewis [93], or the
actions and operator primitives described by Roth [78]. Task-types in
these taxonomies include analytic actions such as search, comparison,
clustering, ordering, and filtering. Annotation interactions include ac-
tions and inputs that provide supplemental user information about the
nature of data manipulations, intentions, rationale, or insights during
the analysis (note that though the observable actions for supplying
this information are included under interaction provenance, the types
of information being supplied may be categorized differently). In
addition, command history actions, such as undo, redo, bookmarking,
and step re-tracing allow users to revise, reassess, or revisit the history
of previously taken actions.

While interactions performed within this category may effect a
change in data or help capture user thoughts, we reiterate that the
focus is on execution of actions, and the necessary interactions with
the technology are the primary emphasis of the interaction provenance
perspective. Because the interactions are technologically based, the
history of actions can be captured automatically through system logs,
as it is not difficult to record button presses, mouse cursor movements,
or even physical movements [4, 65, 13]. However, practical decisions
on how to capture sufficient interaction data at the appropriate resolu-
tion can be challenging. Insufficient level of detail could be a major
problem, but a record of absolutely every user interaction could be
difficult to process and interpret. It can also be difficult to know in
advance which types of interactions might be most valueable later on.

4.1.4 Provenance of Insights
Insight provenance includes cognitive outcomes and information de-
rived from the analysis process. This category includes the history of
hypotheses, insights, and other forms of analytic findings due to data
exploration and inference.

Unfortunately, unlike the history of interactions or data computa-
tions, insights are not directly observable. For evaluation purposes,
benchmark tasks have proven useful for identifying and assessing
analytic findings [74], but insight recognition can be challenging in
more realistic settings. North [69] commented on the challenges
of identifying and capturing insight for the purpose of evaluation.
He argues that open-ended and qualitative methods are necessary
for recognizing instances of insight. Often, visual analytics systems
that support insight provenance include capture methods that require
users to provide additional information. This is often done through
annotations to record important findings (e.g., [72, 94]), recording and
analyzing verbal expressions (e.g., via think-aloud protocol), [77, 58]
or physiometric responses (e.g., eye tracking, electroencephalogram)
[48, 59, 9].

4.1.5 Provenance of Rationale
For a deeper understanding of insights and interactions, it is necessary
to understand the history of user intentions and reasoning behind
them. Provenance of rationale strives to capture the reasoning behind

decisions, hypotheses, and interactions. This type of provenance
information goes beyond specific intentions for individual changes
made to data, visualization, or annotations, and it also includes higher-
level objectives that motivate analysis (as described by Gotz and Zhou
[37] and Roth [78]). Ideally, a complete record of reasoning will
elucidate a user’s analytic strategy.

Like capturing insight provenance, recording rationale is generally
not directly possible without collecting additional user information.
Furthermore, while insights usually occur relatively infrequently,
thought and rationale are continually ongoing throughout an analysis.
As a result, capturing a complete record of rationale is difficult (or
perhaps impossible). Constantly providing updates on thoughts and
rationale can invoke an overhead cost to the analysis or detract from
the analysis activity [7, 31]. On the other hand, a study by Dou et al.
[26] found evidence that a significant amount of reasoning information
can be inferred by analyzing system logs of events and interactions.
Anecdotally from our own experiences, we know it is often easiest
to infer reasoning from system logs when events follow a normal
sequence of progression, and additional annotation is most import
for explaining unexpected occurrences or divergence from the norm.
Regardless, it is important for provenance tools to support capturing
rationale, and many visual analysis tools do (e.g., [58, 72, 94]).

4.2 Purposes for Provenance
Related to the types of provenance information is how that information
will be used. Despite the consensus in the visualization community
that provenance information is beneficial, different projects emphasize
benefits for different purposes for its use. At the highest level, it
is important to clarify whether types of information are intended
to be used to support ongoing analysis purposes or for post-hoc
purposes after an analysis is completed. At another level of specificity,
we can organize purposes under recall, replication, action recovery,
collaborative communication, presentation, and meta-analysis.

4.2.1 Recall
In one form or another, the purpose of supporting recall of an analysis
or workflow can be seen the majority of provenance efforts in visual
analytics (e.g., [77, 42, 50, 58, 5]). Recall of the analytic process
is perhaps the most generic purpose for provenance. Recall can be
thought of as a component of other purposes, such as replication,
presentation, or collaborative communications. But maintaining pro-
cess memory and recall is also important on its own during analysis.
Recall enables awareness and understanding of what analytic tasks
have previously been completed, what findings have been established,
and what tasks remain to be completed in the future. Thus, recall is
important for analytic clarity and efficiency. The benefits of process
recall become even more important over extended or intermittent
periods of analysis, in which it can be harder to remember previous
analytic states [77].

4.2.2 Replication
Another common purpose for using provenance information is to
reproduce a previous analysis (e.g., [21, 51, 71, 97]). Replication can
be thought of as the application of recall after the analysis in order
to repeat or verify results. Other times, an analytic reproduction can
provide a basis for branching investigations or revised analyses with
modification of parameters. Replication is important for validation
and continued analysis after a previous analysis, and it can also enable
more thorough exploration of possibilities during an analysis.

4.2.3 Action Recovery
Support for action recovery involves maintaining an action history
that allows undo/redo operations and branching actions during an
analysis. While a simple purpose, action recovery is critical for
enabling exploratory analyses, providing resilience to human errors,
and enabling transitioning to a previous state of the analysis. The
ability to recover from errors is a fundamental component of usability
[68] and is commonly supported in visual data exploration applications
via numerous methods, such as undo/redo, bookmarking, or timeline



views [24, 25, 11]. As the purpose is to recover from actions and
leverage command history, it is no surprise that action recovery is most
closely connected to the interaction type of provenance, but this is not
necessarily the only relevant information type.

4.2.4 Collaborative Communication
Collaborative communication involves communication with others
who are conducting the same analysis. Collaboration may be
conducted synchronously or asynchronously and in collocated or
distributed settings. Purposes for collaboration are similar to those
described for recall but with the added complication of helping other
people to understand the state of the analysis. This is important
for establishing common ground among analysts. The importance
of provenance information in collaborative settings will depend on
the degree of coupling between individual analytic activities and the
complexity of the analysis. Many collaborative analytic tools support
the sharing and communication of ideas and information, such as
through shared annotations, brushing and linking, or shared activity
indicators (e.g., [63, 18, 46, 67, 35, 28]).

4.2.5 Presentation
To distinguish between collaborative communication, presentation
often involves communication with those who are not directly involved
with the analysis themselves. Examples include reporting to the
general public or to upper levels of management, audit reports, or
teaching. By this view, presentation is generally not performed in
the midst of an ongoing presentation. Presentations are important for
communicating how an analysis was conducted, how the findings were
determined, or how the data justifies a conclusion. Such purposes are
closely related to the areas of storytelling or narrative visualizations
(e.g., [84, 53, 86, 36]). Provenance information may be important for
communicating an accurate and coherent story.

4.2.6 Meta-Analysis
Other purposes for provenance involve reviewing the analytic pro-
cesses themselves. Meta-analyses of processes make it possible to
review and evaluate process efficiency and understand analytic strate-
gies. This information can be used to improve systems or approaches
to analysis. For example, understanding computational bottlenecks
can help inform decisions for prioritizing upgrades or focal points for
workflow optimization. In exploratory analyses, the identification of
strategies or biases can be used to help analysts improve their methods
or to train new analysts. Meta-analysis purposes for using provenance
information are most likely useful post-analysis; however, analytic
methods could make it possible to assess analysis patterns and help
optimize performance or suggest changes in real time during analysis.

5 DISCUSSION

Organizing provenance information by types and purposes provides
benefits for informing decisions for capture mechanisms, necessary
levels of granularity, and the appropriate means of evaluation. In
addition, the organizational framework provides a convenient scaffold
for comparison and cross-analysis of tools and studies.

5.1 Capture, Granularity, and Uncertainty
Understanding the type of provenance information of interest and
how it will be used can help inform the decision for how to capture
the provenance information. Thus, the type of information strongly
relates to the appropriate means of collection. The provenance of data,
visualizations, and interactions can often be collected automatically
by saving system logs for events, system inputs, and system outputs;
however, such methods do not directly capture the provenance of
insights or rationale. On the other hand, insights and rationale can
sometimes be inferred from the more system-oriented information.
We posit that when describing an application or system that supports
provenance, it is important to clarify what provenance information is
being recorded explicitly, what information can be inferred, and what
types may not be captured at all.

In practical situations, it is not easy to completely capture all types
of provenance information. Provenance information can be captured
with varying levels of detail, and tracking changes and processes can
become more challenging in scenarios with heterogeneous data types
and sources. Consideration for the intended purpose of the saved
information can inform decisions for prioritizing capture mechanisms.
Further, understanding purposes for use can help designers to de-
termine the level of granularity of provenance capture. Provenance
granularity describes the level of detail of the captured information
(e.g., [87, 56, 54, 89]). Reduced granularity can correspond to greater
uncertainty about underlying aggregations of data, processes, or
actions when interpreting the information. While it may be desirable
to capture as much detail as possible, this can be difficult and invoke
significant requirements for data storage. Further, additional costs
may be met for accessing or interpreting the provenance information.
Depending on how the information will be used, it may not be
necessary to capture as much detail as possible. As a simple example,
one way to capture interaction provenance with a standard computer
application would be to record every keystroke, every mouse click, and
the position of the mouse cursor at every millisecond. The benefits
of such detailed granularity over recording higher-level interactions,
such as query executions or interface button clicks, is questionable for
most practical purposes. In other situations, such as when considering
the history of data or visualization transformations, it can be more
complicated to determine how the level of granularity will influence
effective use.

Uncertainty of information and the uncertainty of the provenance it-
self may creep into the system when appropriate affordances to explore
the provenance are not available or are unsupported by the provenance
system. Design requirements for the provenance capture system and
the provenance exploration system should be considered together, as
they are complementary; however, implementation requirements can
be addressed separately. This facilitates building extensible analytics
modules over the appropriate level of granularity for provenance
capture. It is important that users understand the limitations and
associated uncertainty of captured provenance information. Careful
design can help mitigate systemic uncertainties in the interpretation
of provenance. This is illustrated in Hensley [43], where interactive
graph views facilitate the exploration of provenance at different
levels of granularity. Chen et al. [17] explored yet another aspect
of provenance uncertainty: comparison of provenance graphs that
facilitate the exploration of how repetitions of actions differ when
they are re-enacted. Visualization techniques for communicating
uncertainty can borrow from the body of uncertainty visualization
literature (e.g., [38, 81, 40]), but additional research is needed to
understand the effectiveness of uncertainty representations within the
context of history and workflow visualizations.

5.2 Interpreting Types and Purposes in Existing Work

The organizational framework presented in this paper provides a
method for analyzing and comparing visual analytics applications and
projects. Table 2 demonstrates how the framework can be used to
describe and compare different work that supports information history
and provenance. Each row of the table corresponds to a publication,
and the columns correspond to areas of emphasis in each body of
work. Note that the amount of types or purposes emphasized is not
necessarily related to quality of the system or research outcome, as it
is logical for most applications to focus on a specific purpose suitable
in its application domain. That is, in some situations, it may not be
necessary to capture all types of provenance information types, and
that information may only need to be used in a limited number of
ways. We also note that the distinction of types of purposes for any
given project are often open to some interpretation. In addition, we
mention that the levels of emphasis are based on the described capture
methods and uses focused on in the papers, rather than all purposes for
how the system or provenance information could potentially be used.

Table 2 was created from a subset of the coded papers (as
described in section 3) to summarize how different papers contributed
to the categories of the framework. The levels of emphasis and the



Table 2. Overview of perspectives of provenance information types and purposes as emphasized in a sample of visualization projects. Provenance
information types are shown in the blue columns, and purposes are shown in the purple columns. Darker colored cells indicate heavier emphasis,
and white cells indicate low emphasis.

corresponding color codings were subjectively derived from our notes
at the conclusion of the iterative review process. Obviously, the table
is far from a comprehensive list of relevant papers; its purpose is to
demonstrate the variety of focal areas of provenance research in the
realm of visualization. With this high-level view, it is possible to easily
distinguish focal areas and compare goals of different systems and
efforts. For example, the table shows that heavy emphasis on recall is
common among the collection of papers. This should not be surprising
since recall is the most fundamental and inclusive type of purpose in
our organization.

The construction of Table 2 also demonstrates how characterizing
specific provenances types and purposes can be difficult in practical
scenarios, as the complexity of real situations and the interconnected
nature of various types and purposes are unavoidable. Despite this
limitation, the framework can still be used as a starting point when
describing goals and methods when supporting provenance.

This may be useful when comparing work or for identifying open
research opportunities. For example, our review of the literature
revealed few projects that heavily focus on using provenance to
support presentation or meta-analysis. While several projects do serve
as examples (see Table 2), work is particularly limited for supporting
such purposes in projects focusing on provenance of rationale. This
suggests that these research areas could benefit from further develop-
ment. Capture and review of analytic rationale could help to improve
analytic strategies and methods, and tools that leverage the benefits
of narrative and presentation could assist the presentation of rationale.
The advancement of visualization designs and the execution of new
evaluation efforts could be highly beneficial in these areas.

On the other hand, our review and the sample in Table 2 indi-
cate that substantial work exists involving the provenance of data,
visualizations, and interactions. Similarly, research support has been
relatively strong for the purposes of recall, replication, and action

recovery. Of course, this does not mean that these areas are ”solved
problems”. For example, in our review, we found a limited amount
of work providing thorough and convincing evaluations of provenance
tools. We therefore recommend additional research progress in evalu-
ating the effectiveness of provenance systems for different purposes.

5.3 Guiding Evaluation of Provenance Support
Taking the ability to support comparison a step further, the frame-
work can also be used to compare results of different evaluations
of provenance tools. Evaluation is important for understanding the
effectiveness of provenance tools and how to improve them. In order
to take advantage of existing design knowledge and advance effective
new designs, it is not sufficient for evaluations to simply conclude that
a system does or does not support provenance. Evaluations rely on
metrics that are based on goals, tasks, and purposes. By clarifying the
purpose for provenance use that is evaluated, it is possible to derive a
more specific body of design knowledge. Thinking in terms of prove-
nance types and purposes can help guide the design of evaluations to
appropriately assess the effectiveness and appropriateness of different
tools and designs. Furthermore, our organizational framework can
help to compare the findings of different evaluations.

Researchers employ various approaches to evaluating visualization
tools [55, 74]. One way of determining whether a tool is effective
is to ask real professionals or experts to use the tool for an extended
period of time to do their work. Observations and interviews allow
researchers to understand the ways that the tool is most helpful and
to identify weaknesses. In addition, logs of tool usage can capture
performance information, identify problems that users might have
with completing their tasks, or reveal patterns in how different tool
funcationalities are used (e.g., [26]). Such evaluation methods can
also be used in controlled experiments, in which study participants
(who are not necessarily experts) use the tools for short periods



of time to complete focused tasks. Controlled experiments allow
targetted comparisons of how different tool features and functions
affect behaviors and performance outcomes [76]. In addition to user
studies, heuristic evaluations and cognitive walkthroughs can be used
to identify problems or assess suitability of a system for supporting
particular tasks and objectives. For all of these evaluation options, it is
important to be able to clearly describe the objectives and the design
factors being evaluated.

It will become increasingly important to maintain a set of categories
of provenance types and purposes as evaluation research in this area
advances. Ragan and Goodall [76] discussed evaluation methodology
for eliciting and measuring the quality of recall and communication
of the provenance of interactions, rationale, and insights through con-
trolled studies. This methodology covers approaches for quantifying
performance outcomes specialized to match different purposes for
provenance (e.g., replication, communication, and recall). Lam et al.
[55] categorized various approaches to conducting empirical studies
of visualization. One such category of studies, visual data analysis
and reasoning (VDAR), is highly relevant for provenance evaluation
because its goal is to ”assess a visualization tools ability to support
visual analysis and reasoning about data” [55]. The authors empahsize
that VDAR studies can not only evaluate performance metrics, but
they should also address how well the tools support the analytic
process as a whole. Our framework can be used to help clarify how
a study supports the overall process by encouraging specificity when
describing provenance-centric purposes. At present, the number of
rigorous evaluations of provenance tools is limited. A recent review
of visualization evaluations by Isenberg et al. [47] found that few
evaluation papers (2.9% of the review sample) fell into the VDAR
category, which would cover data analysis processes and provenance
management. Furthmore, the sample included no evaluations that
assessed commmunication through visualization, which we argue is an
important purpose of provenance systems. These results complement
our review’s finding that a relatively limited amount of research
covers the provenance of rationale and the presentation of provenance
information.

Of the existing evaluations of provenance systems and visualiza-
tions, different studies focus on different aspects. As one instance,
Ragan et al. [77] evaluated how the level of visual detail of the analysis
workspace affected recall of analysis. In a study of provenance
exploration tools for collaborative analysis, Sarvghad and Tory [83]
compared different tools that helped participants to understand other
analysts’ histories. As another example, Lipford et al. [58] performed
a study to evaluate how well WireVis, a visualization system for
analysis of financial data, helped users recall insights, interactions, and
rationale.

Other comparative studies have focused on different uses for
provenance. For instance, Groth and Streefkerk [39] studied how
different action recovery techniques affected task performance in a
spatial inspection task, and Del Rio and da Silva [22] evaluated a
provenance visualization tool showing the provenance of maps with
a visual history of workflow and data sources for different maps. In
addition, researchers haved studied how analysts use different types
of provenance features through field studies with analysts (e.g., [27])
or by analyzing system logs (e.g., [41]). With numerous studies
and findings, having a framework to organize provenance types and
purposes will facilitate comparisons of the purposes and outcomes of
such studies in meaningful ways.

Such an organization will become increasingly important as design
knowledge continues to advance for provenance support systems.
Thus, moving forward, we recommend that researchers consider
purposes for provenance use as additional types of analytic tasks,
similar to how researchers refer to taxonomies of analytic tasks or
objectives. Many variations of task taxonomies exist to help organize
different types of analysis goals in visual analytics (e.g., [1, 93, 88,
78]). Despite some variation in specific terminology and scope, these
organizations include tasks such as search, identification, compari-
son, clustering, ordering, filtering, pattern detection, and anomaly
detection. We argue that provenance uses (e.g., recall, replication,

action recovery, collaborative communication, presentation, process
meta-analysis) should also be considered as fundamental tasks for
visualization use.

6 CONCLUSION

Provenance is an important topic in visualization research, but its
meaning and focus can be interpreted in different ways. We present
an organizational framework for clarifying the type of provenance
information capture and the purpose for how it will be used. The
existing body of provenance research has grown to a point where the
consolidation of design knowledge requires cross-referencing a variety
of projects and studies spanning multiple domain areas. The presented
framework provides a useful method for organizing and comparing
projects and applications designed to support provenance. Such
comparison can be especially valuable for the design of evaluations
and for connecting the results of previous evaluations. In addition,
understanding the types and purposes of provenance can help to advise
the design of mechanisms for capturing provenance information,
including the appropriate level of granularity.

We do not intend for this paper to be an all-encompassing survey
of provenance literature in the field of visualization; rather, we have
analyzed the many interpretations of others as a means of creating
a framework that encapsulates the core uses of provenance in the
field. As with any framework, we acknowledge that the presented
organization is not perfect. It will likely need to change in the future,
and the distinctions among categories will not always be clean at
present. Still, the current organization provides a necessary update
to prior frameworks and can serve as a reference point for continued
improvement.
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