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Supporting Learning through Spatial Information
Presentations in Virtual E nvironments

Eric D. Ragan

Abstract

Though many esearchers haveuggestedthat 3D virtual environments (VES) could provide
advantagedor conceptual learning, few studies have attempted to evaluate the validity of this
claim. A wide variety ofeducational VEs have been developedt little empirical evidence exists

to help researchers and educators determine the effectiveness of these applications. Additional
evidence is needed in order to decide whether VEs should be used to aid concaptud. le
Furthermore, if there is evidence that VEs can support learning, developers and researchers will still
need to understand how to design effective educational applicafimie manyeducational VEs

share the challenge pfovidinglearners with information within 3D spag;dew researchers have
investigated what approachesre used tohelp learn new information from 3D spatial
representations. It isot understoodhow well learners can take advantage of 3D layouts to help
understad information. Additionally, althoughcomplex arrangements of information within 3D
space can potentially allow for large amounts of information to be presented wWitRinaacessing

this informationcanbecome more difficultlue tothe increasedavigatonal challenges

Complicating these issues are details regardiisplay typesand interaction devices used for
educational application€ompared to desktop displays, maremersive VE systems oftgmovide
display featurege.g., stereoscopy, increasedld of view) that supporimprovedperception and
understanding of spatial information. Additionally, immersiV& often allow more familiar,
natural interaction method®.¢., physical walking or rotation of the head and botty control
viewing within the virtual spacedt is unknown howthese featuremteract with the types of spatial
information presentations to affect learning.

The research presented in this dissertatiomestigats these issues in order to further the
knowledge of how to design \$Eto support learning. The research includesstudies (five
empirical experiments and one case study) designedhvestigatehow spatial information
presentations affect learning effectiveness and learner strategies. This investigations include
consideation for the complexity of spatial informati layoutsthe features of displagystems that

could affect the effectiveness of spatial strategies, and the degneavigfational control for
accessing information. Based on the results of these stwbeseateda set of design guidelines

for developing VEs for learningelated activities. By considering factors of virtual information
presentation, as well as those based on the disgktgms, our guidelines support design decisions
for both the softwarand hardware required for eteng effective educational VEs.
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1 Introduction

1.1 Motivation

A threedimensional (3D) virtual environment (VE) is a comptdenerated, graphical world that
supports the perception of simulated 3D sp@feerman & Craig, 2003 Such environments are
commonly used for entertainment, training exercises, and online social applications. While the
majority of VEs canbe experienced through standard displays, such as computer monitors or
television sets, immersive VEs often take advantage of additional features to provide a higher
fidelity experience of the virtual spad&herman & Craig, 2003 For example, stereoscopic
displays help users to perceidepthsand the structures &D objects, tcked head movements
allow users to explore the environment using physical movements, and displays supporting high

fields of view allow the users to view more of the virtual world at a time.

Many researchers have supported the idea that virtual enviranmmamtbe used for educational
purposes. With the ability to simulate a wide variety of scenarios, VEs have successfully been used
for many types of training applicatiotizathelp users learn new skills or practice procedures. Such
systems have been sucsfedly used for vehicular operatiofe.g., Bell & Waag, 1998 military

training (e.g., Zyda et al., 2003and medical traininge.g., Grantcharov et al., 200&eymour et

al., 2002.

Because training scenarios are often designed to simulate real situations, desigiing s
applications is generally fairly straigfdrward. On the other hand, for educational applications
meant to help teach general concepts and abstract principles, the design must be carefully and
creatively constructed in order to support (and not defracm) the learning objective€C. D.
Wickens, 1992Winn & Jackson, 1999 Many educational VEs have been designed to aid users in
these types of conceptual learning. For instabmxjeet al (Dede, Nelson, Ketelhut, Clarke, &
Bowman, 2004 presented a desktop VE designed to help students further their knowledge of
science and data analysis. In this application, students learned throughgromikaboratively to

analyze ascenario with ecological and biological problems. As another example, the NICE garden
(Roussos et al.,, 1999vas designed to help students understand plant life cycles and their

relationships to agents of nature.
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Figurel. Images of edwtional VEs from the ScienceSpace projébsde, Salzman, & Loftin, 1996The

MaxwellWorld environment (left) allowed students to investigate electromagnetic fields. The NewtonsWorld
environment (right) allowed students to interactively learn Newtonian phéyiagesfrom (Dede & Loftin) used with

permission from C. Dede, 2013.

Figure2. Images of the Virtual Playground for learning mathematical fracfrons (Roussou, Oliver, & Slater, 2006

used with permissiofrom M. Roussou, 2013

It has also been suggested that VEs have great potentiehfaiig complex concepts due to their

high levels of interactivitye.g.,Salzman, Loftin, Dede, & McGlynn, 199€. D. Wickens, 1992

Winn & Jackson, 1999 For example, the three immersive VEs of ScienceSfiaede et al., 1996

were designed to allow students to explore molecular structures, investigate basic principles of
Newtonian physics, and experiment with electrostatic figdgeFigure1). Through experimental
interactions with these systems, students were meant to achieve greater understandings of difficult
physics concepts. Also aiming to enhance learning through interaakperimentation,
AquaMOOSE 3D supplemented mathematics education by allowing students to control the

movements of a virtual fish using parametric equati@fott, Adams, & Bruckman, 2002
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Attempting to support problersolving activities, thenteractive exercises of RespuandS | at er 0 s
Virtual Playground (see Figure 2) were not only meant to help students letter understand
numerical fractions, but also how to think about them when solving mathematical fraction problems
(Roussou et al., 2006

Though a wide variety of educational VEs have been develdfgedempirical evidence exists to

help researchers and educators determine the effectiveness of these applications. Additional
evidence is needed in ordo decide whether VEs should be used to aid conceptual learning.
Furthermore, if there is evidence that VEs can support leartlieg,developers and researchers

will still need to understand how to design effective educational applications.

While the educational projects described thus far have focused on studying interactive approaches,
exploratory discovery, and creative instructional methods, they have all shared the challenge of
presenting learners with new information within 3D spacenydEs have faced this challenge
more directly, implementing applications in which informaéon the form of text, audio, or
graphic® is situated at specific locations in the environment. Such mappings are common in
informationrich virtual environmentsin which additional information is mapped to particular
objects or locationfD. A. Bowman, Hodges, Allison, & Wineman, 1998or instanceBowman et

al. (1999 presented an immersive, virtual zoo application for habitat design education that allowed
users to view textual information coupled with various habitat components spread throughout the
environment. @rrent, commonlyused VEs also employ the same approach. Consider Second Life
(Rymaszewski, Au, & Wallace, 20Q)7a webbased, multuser, desktop VE that allows users to
explore and interact through graphical representations of themselves (known as avatars). Boulos
Hetherington, and Wheel¢2007) describe two Second Life environments, Healthinfo Island and
the Virtual Neurological Education Centeghat allow users to learn about health and medical
information by visiting virtual information displays at various locations witihi@ environment.

The information locations are organized with the helgi@al buildings, rooms, and landmarks in

the VE. Suchspatial organizationsould potentially aid learning by supporting spatial inde&ing
allowing locationsto beused as references to informati@ylyshyn, 1989 These spatial mappings
provide learners with opportures to use a variety of spatial strategies to remember or relate

various pieces of information.



Despite the many VEs that present information in 3D space, much is unknown about the
effectiveness of such presentations. Greater knowledge of how to desigrpr@sentations is
needed in order to improve the effectiveness of educational VEs. Additionally, researchers have not
investigated what approaches learners use to help learn new information from 3D spatial
representations, which is an important compom#htunderstanding how to design VEs. It is
unknown how well learners can take advantage of 3D layouts to help understand information. While
complex arrangements of information within 3D space can potentially allow for large amounts of
information to be preented within an environment, navigation and wayfinding become more

difficult. The question of how to design with 3D spatial layouts is complicated by navigational

challenges, which can result in disorientat{bn A. Bowman, Koller, & Hodges, 1997

Figure3. Images froma section oHealth Info Island in Second Lifeom (Norris, 2010. In the left image, information
displays can be seen along a paththe groundThe right image showsaaerialperspective of the formation space.

Images used with permission fralnNorris, 2013.

Further omplicating the issue are the details regarding what types of displays and input devices are
used for educational VEs. Compared to desktop displays, more immersive VE systems often
provide display features (e.g., stereoscopy, increased field of view)sthmdort improved
perception and understanding of spatial informaf®chuchardt & Bowman, 200Ware, Arthur,

& Booth, 1993 Ware & Mitchell, 200%. If learners do employ spatial strategies to help lagrim

VEs, will display features impact the effectiveness of thesecgtigins?



Cognitive processing tasks can also be affected by the interaction techniques used to control
navigation (Zanbaka et al., 2004 Consequently, design criteria for spatial presentations may
depend on the features of the VEO6s supported
allow more familiarnatural interaction methods for view control, such as real, physical walking or
rotation of the head and body. While prior research has shown that such physical cues improve the
ability to maintain orientation and understanding spatial layout in §C8Hance, Gaunet, Beall, &
Loomis, 1998, it is unknown how these effects will influence how learners use spatial information

layouts

The research plapresented in in this dissertatianvestigats these issues in ordéo further the
knowledge of how to design VEs to support learning. The research incudesudies (five
controlled experiments and one case study)nvestigatehow spatial information presentations
affect learning effectiveness and learner strageditis investigation inclugeconsideration for the
complexity of spatial information layoutshe features of displagystems that could affect the
effectiveness of spatial strategies, and the degree of interactive control for accessing information.
Basal on the results of these studies, we dewad@pset of design guidelines for developing VEs

for learningrelated activities. By considering factors of virtual information presentediuh
characteristics aflisplay-systems, our guidelines support degigeisions for both the software and
hardware required for creating effective educational VEs.

1.2 Concept Definitions

In this section, we define several terms that are important to the discussiom searchof
educational VEs andhe use of spacéle defne avirtual environment(VE) as a computer
generated, graphical world that supports the perception of simulated 3D Shacedefinition is
based on the description by Sherman and G403, though we do not limVEs to environments
viewed only through a firgberson perspective; that is, we will include applications thawadiny

type of viewing of simulated, 3D space, including those involving virtual charactBrsystems
involve a user interacting with a virtual, 3D world, but this is done through real, physical
interactions with devices and displays. Thus, severalrdiéfen t i erepnaotvedsinOVEsS. For
clarity, we provide definitiongo distinguish betweedisplay surface, physical space, and virtual

space.



Display surfaceThe physical surface on which virtual objects are viewed (e.g., a screen or

monitor).

Physical spaceThe region of realorld, 3D space physicallyccupied bythe display surface

and theuse(s) interacting withthe VE.

Virtual space Thespace available in the synthetic environment displayed by a VE software
application regardless of the size or shape ofgghgsicaldisplay surface.

The virtual space of the VE application is viewed on a display surface, and the display surface is
containedwithin the physical space witlhe user. With these definitions, it is cleartttiee size of

the virtual space is independent of theensions of the physical space or display surf@eeause

the virtual space must be viewed on the display surfiiege must be some method to map the
virtual spaceo physical spacedn order to vew more virtual space than can be viewed at one time

on adisplay surface, the virtual spagristbe e-mappedto thedisplay surfacelor instance, using

a standard computer monitor, how could you view the 360 degree area of virtual space surrounding
your current location withira VE? Only a portion of the virtual spaeeuld beviewable on the
monitor at a time. To rotate your view dfet virtual space, a different portion must be mapped

the monitorés display surface, providing a dif

Here, we define several terms to clarify how the concepts of spatial mapping and navigation relate
to the use of space in a VE.

Spatial mappig: The function defining how points in virtual space correspond to points in

physical space

Spatial fidelity How closely the spatial mapping of a virtual environment matches-tene
one correspondence between virtual and physical space.

i. A system withhigh spatial fidelityallows users to perceive the virtual space within
the physicakpacesurroundinghem This allowscontrolof the view of virtual space
through natural, physical movements (ewlking, physical rotations of the head or
body), as doe in the realvorld.



ii. A system withow spatial fidelityrequires users to use lefidelity interaction
techniques (e.g., key/button presses, joystick movemientsntrol the view of the

virtual spaceadjusing the mapping of virtuadpace to physical spe

Navigationorview controlThe act of ¢ hwewdf thevtual dpaxeVa s er 6 s
consider navigation to include physical movements of the body or eyes, as \oelfatelity
interactiors (e.g., key/button presses, joystick movemetiita)adjust the mapping of virtual

space to physical spaaas these all affect the perception of the virtual space.

While navigational control always affects the view of the virtual space, it may or may not require a
change in the spatial mapping, dependinghenlevel of spatial fidelityAgain, consider the

exampleof viewing 360 degreesf avirtual spaceln this case, a standard computer monitor would
be considerd to have low spatial fidelity becaube user has to depend on amapping of the

virtual space to the physical spa@ther than being able to physically tdorview the surrounding
space. On the other harmbhnsider a system with high spatial fidedity display with screens
completely surrounding the user. In this case, the usegstggicaly turn around to view a different
portion of the virtual spacsithout a remapping as that portion of the virtual space is already

mapped to a display surface.

Naturally, the amount of navigation aredmappingswill depend on the complexity of the
environmenf as more complicated spatarangementszquire more navigatiomview the entire
space For example, an environment that requires users to translate and rotate within 3D space is
more complicated than an environment that only requires rotaiecause or research is

concerned witthow information ispresented and viewed with@ducationaVEs, we define the

following terms tohelpdescribdifferences irinformationpresentations

Spatial information presentatioisplaying different pieces of information at specific

locations invirtual space

Degrees of Freedowr DOF: Pertaining to navigationye will useDOF to refer to he
number of independent dimensiongadvementvithin avirtual spaceFor example,
transldion (without rotation) along a 2D planetisgo-DOF3 one degreef movement

alongeach of the two axeBull view control within &3D space allowsix-DOF3 one
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degree for translation along each of the three axes, and one degree for rotation around
each of tle three axes.

Spatial layout complexityThe complexity of the distribution of information locations in a
spatial information presentation, as determined by the DOF of navigational control
required to view all informations intendedi.e., viewed througleomfortable andiseful
perspective). For the purposes of this proposal, low spatial layout complexity
correspond téhe need fooneDOF, moderate complexity correspondstwwm DOF, and
a high layout complexity will require at leabteeDOF. A pregntation requiringno

spatial ravigation lacks a spatial layout.

Note that ouuseof spatial information presentations concerned with the distribution of
information at locationsand does not account for the representation format of the informaiipn (e
textual/graphical or visual/auditoryyor convenience throughout this document, we often use the
termspatial presentatiomsshorthand for spatial information presentatid@isailarly, it should be
noted that aon-spatial presentatiomwill refer to a presentation that does not distribute information

at different locationssuch terminology does nuitform of thetype ofinformationrepresentation.

1.3 Research Questions

Though it has been proposed that VEs have the potential to suppoihdeactivities, further
knowledge of how 3D applications support learning is needed in order to understand how to
effectively design educationalB/applications. Additionally, it is unclear how to design learning
based applications to take advantagehef high amount of available space and enhanced spatial
cues offered by more immersive systems. If spatial representations are effective learning aids, will it
be beneficial to spatially map information to locations in We? What factors affect the
effeciveness of such a mapping? Further investigation of these questions is needed in order to
understand how to develop useful spatial information presergatiomr esearch aims taddress

these issues hpvestigaing how spatial information presentatiorffeat learning invVEs. Our goals

are to improve the current understanding of how learners utilize spatial mappings and to develop a

set of guidelines for the design of learnimased applications.

Q1) How do spatial information presentations in virtual environments affect learning?



Motivated by past work regarding the spatial mapping of information to locations, we will
investigate how spatial information presentasjom which information items are displayed in
specific lo@ations in virtual space, affelearning. By evaluating performance on cognitive tasks and
investigating the strategies that learners employ when provided with spatial presentations, we
strengthen theinderstanding of how to design applications that take advantage of spatial mappings

to support efficient learning.

Q2) How does spatial layout complexity affect learning using spatial presentations in

virtual environments?

Increasing the layout complexity in spatial information presentations could increase the number of
unique spatial magpngs of information to locations, but it is unclear how this will affect the

|l earnerd6s ability to manage this complexity.
increasethe usefulness ofthe spatial information presentation? How does thiity of linear

arrangements of information compare to that of more complicated presentations?

Q3) Do the effects of spatial information presentations on learning depend on the spatial

fidelity of the system?

Systems with high spatial fidelity, such asmersive virtual reality systems or large displays, allow
users to navigate virtual space using a greater amount of natural, pHysitigi movemenid such

as physicdl walking or rotaing. But these systems are often more costly than systems with low
spatial fidelity (e.g., a laptop computer). Does the level of spatial fidelity affect how learners use

spatial information presentations? Is performance affected?
Q4) How does the level of user control in viewing information layouts affect learning?

Automatc view control leaves a viewer unable to influence the navigation of information.
Interactive navigation allows learners to control the order and duration of information exposure, but
at the cost of additional actions that must be performed ddn@deaming tasks. Further, the
complexity of full interactive control is greater for navigating hagimplexity spatial layouts. How

does this level of control affect the effectiveness of spatial information layouts? Could partial levels

of control balance theadeoffs betweepurely automated and fulipanualmodes ohavigation?



Q5) How do landmarks and environmental detail affect learning with spatial information

presentations?

Supplementing information locations with additional imagery can affect percaption a | ocat i
context, and additional visuals can also serve as landmarks to make locations more easily
recognizable or memorable. On the other hand, extra visual content could overwhelm users or
distract from the learning activity. Does supplementini@rmation locations with visual detail
influence the way users think about or access locations? Does environmental detail influence the

effectiveness of spatial information presentations?

It is difficult to precisely determine whether environmental dedadl supplemental visuals will
positively or negatively affect learning because the effect likely depends on the nature of the added
details. Nevertheless, this work attempts to investigate this issue. In an effort to avoid problems
with complicated or overhelming visual content, our work only uses simple textures and 3D

models. Additionally, we focus on environmental detail at information locations.

1.4 Hypotheses

In this section, we describe our hypotheses based on the prg\poestnted research questions.

H1) Presenting information with spatial, positional mappings improves learning by better

supporting strategies that take advantage of spatial indexing.

We hypothesize that spatial information presentations will affect the methods or strategies that
learrers use for learning information. We exmetthat theseaugmentedstrategies will help

learners to improve their performances in learning activities.

H2a) With spatial information presentations, moderate layout complexitywill result in
greater learning improvementsthan low layout complexity.
H2b) With spatial information presentations, high layout complexity is less helpful than

moderate layout complexity.

While we expead spatial information presentations to improve learning performances (H1), we
hypahesizel that this effect is dependent upon the spatial layout complexity of the presented

information. We expeetthat a moderate layout complexity will provide more benefits than a low
10



layout complexity because the benefits of added spatial cues willeigl the costs othe
increased challenges wittavigating and maintainingrientation. For high layout complexities, we
expeckd these difficulties to outweigh the benefits of spatial cues, causing presentations with

moderate layout complexity to suppbetter performance than those with high layout complexity.

H3a) With increased spatial fidelity, spatial information presentations will provide greater
learning advantages.
H3b) Increased spatial fidelity will have greater effects on learning performancéor spatial

presentations with higher levels of layout complexity.

Compared with display systems with lower spatial fidelity, we hypothe i systems that offer

high spatial fidelity will help users to more effectively use spatial information pedsmmg with
complex layouts due to the addition of proprioceptive cues and support for intuitive, physical
movements for view control. We hypothesizbat the impact of these features will be greater for

more complex layouts, which require more complexgegtion.

H4a) Fully manual view control is superior to automated view control with low and
moderate levels of layout complexity.
H4b) Partially -automated view control is superior tofully-manual view control for high

levels of spatial layout complexity.

With low and moderate levels of spatial layout complexity, we expect that full, interactive view
control will help learners to more effectively use a spatial information presentation by controlling
the order and duration in which information is viewed; beer, due to the complexity of
navigation required to view all information within a presentation with high layout complexity, we
expeced that partiallyautomated view control will be better thananual control for high

complexity layouts.

H5) The addition of simple environmental detail to information locations will improve

learning outcomes with spatial information presentations.

We expect that the addition of simple visuals to information locations will make the locations more
memorable or logically meamgful to the associated informatiohhus, we hypothesize that this
effect will lead tobetter learning outcomes.

11



1.5 Research Approach

In this section, we discudke scopeof the research topiand we provide an overview of the
approachusedto address our research questichs wewill explain in Chapte8, the focus of this

work on spatial information presentations has be@moweddown within the larger problem space

of studying educational VEs. However, even after establishing this fowisstudy of spatially
distributed information is complicated by a number of interrelated factors (e.g., interactivity,
environmental detail, organizational design) that all work together in complex educational systems.
To manage this complexity within amtrolled experimentation approach, we designed studies to
consider multiple factors together in an attempt to learn about more realistic implementations of
spatial information presentations. But we also limit the scope of this work to focus on a smaller
subset of factors of spatial information presentatiofgrther, rather than focus on a single
cognitive exercise or educational less@ur research approacstudes a variety of different
cognitive tasks in an effort to yield more generalizable resutsctbuld be applicable to a range of
learning tasksThe chosen method can be seen as a survey apptoastudying how spatial
information presentations affect learning activitiather than incrementally drilling down twow

one specific design fact@ffectsone specific taskwe expected that the investigation of several
interrelated factors within a breadth of cognitive would prove more useful to a larger body of

researchers

1.5.1 Scope

i Evaluating learning

The evaluation of learning is a challenging pesbland the ideal methods for the measurement of
conceptual comprehension are not agreed upodnM. Kennedy, 1999 Stasz, 200l Bloom,
Krathwohl, and Masi§1956 and Krathwohl(2002 explain how knowledge can be considered in
terms of different levels of understanding and mastery. For example, knowledge of facts,
knowledge of how tgerform tasks based on learned methodology, and knowledge of how new
information fits related to previously learned information can be thought of as different levels of
learning. Different pedagogical approaches can be used depending on the types tidnadluca
objectives instructors hope to achig¥aathwohl, 2002. Similarly, different types of assessments

can be used for evaluations, though it is uncertain what evaluation methods are the best for different
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situations(Kane, Crooks, & Cohen, 19981. M. Kennedy, 1999 Wiggins and McTighg2005
organize different facets of understanding that are closely tied to methods of assessment (including
explanation, interpretation, seeing perspective, demaimgj empathy, and recognizing self

knowledge).

Because learning is such a complicated topic, we are considering a broad view of its meaning in our
investigation. The term filearningo may refer t
beforean activity, the ability to understand or relate the presented information to other information,

or the ability to use the presented information to complete a task or to create a new piece of
information. For our purposes, we will consider learning toup@ehen an individual gains new
knowledge of the presented informatidRather than directly attempt a complex evaluation of
conceptual learning, we will simplify the process by using a variety of cognitive processing

activities, including memaorization, giolem solving, andinderstandingasks.

These tasks and evalwuations wil/l be designed
Taxonomy (Krathwohl, 2002. Serving as a framework for organizing and understanding the
different types of learning, Bloom's Taxonomy of Educational Objectiésom et al., 1956

ordeed cognitive learning into six levels: knowledge, comprehension, application, analysis,

synthesis, and evaluation.

Krat hwohl s revised version di shknowedge dimemsoa t wo
and the cognitive processes dimension. The knowleliigension of the taxonomgshown in

Figure 4) organizeghe types of knowledge to be learned into four categories: factual, conceptual,
procedural, and metacognitiv®ur research will focus ofactual knowledgepased orspecific

facts and details presented through the VE, as well as conceptual knowledge, which is based on
|l earnersdé6 abilities to relate pieces oftheinfor

information.

The cognitive process dimension of the revised taxon{fgure 4), which is very similar to
Bl oombés or i g(Bloom kt alt EBOXpmmanizeg six categories of cognitive processing:
remember, understand, apply, analyze, evaluate, and (keatkwohl, 2002. For our research, we
primarily focus on the processes of remenmggr which includes recognizing and recalling

information, and understanding, which includes interpretation and inference in order to make
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meaning of informationOur analyses of understanding includes consideration for multiple facets of

understanding, Is&d on those described Wiggins and McTigh€2005, which aresummarized in

Tablel.

Knowledge dimension

Cognitive process dimension

A. Factual Knowledgé The basic elements that
students must know to be acquainted with a
discipline or solve problems in it

a. Knowledge ofterminology
b. Knowledge of specific details and elements

B. Conceptual knowledgithe interrelationship among
basic elements within a larger structure that enable
them to function together

a. Knowledge of classifications and categories
b. Knowledge of principles angeneralizations
C. Knowledge of theories, models, and structur

C. Procedural knowledge how to do something;
methods of inquiry, and criteria for using skills,
algorithm techniques, and methods

a. Knowledge of subjeespecific skills and
algorithms

b. Knowledge ofsubjectspecific techniques and
methods

C. Knowledge of criteria for determining when t
use appropriate procedures

D. Metacognitive Knowledge Knowledge of cognition

in general as well as awareness of knowledge of

oneds own cognition
a. Strategic knowledge
b. Knowledge about cognitive tasks, including
appropriate contextual and conditional
knowledge
C. Selfknowledge

1.0Remembei retrieving relevant knowledge from
long-term memory
1.1 Recognizing
1.2 Recalling
2.0Understand determining the meaning of
instructional messagescluding oral, written, and
graphic communication

2.1 Interpreting
2.2 Exemplifying
2.3 Classifying
2.4 Summarizing
2.5Inferring
2.6 Comparing
2.7 Explaining
3.0Apply i carrying out or using a procedure in a giver
situation
3.1 Executing
3.2 Implementing
4.0 Analyzei breaking material into itsonstituent parts

and detecting how the parts relate to one another a
to an overall structure or purpose

4.1 Differentiating
4.2 Organizing
4.3 Attributing

5.0Evaluatei making judgments based on criteria and
standards

5.1 Checking
5.2 Critiquing
6.0 Createi putting elements togleer to form a novel,
coherent whole or make an original product
6.1 Generating
6.2 Planning
6.3 Producing

Figured. A summary ofKrathwohl's revision of Bloom's Taxonomy of Educational Object{eathwohl, 2002.
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Facet of Achievement
Understanding

Explain Provide thorough, supported, and justifiable accounts of phenomena, facts, and da|

Interpret Tell meaningful stories; offer apt translations; provide a revealing historical or persq
dimension to ideas arelents; make it personal or accessible through images, anecq
analogies, and models.

Apply Effectively use and adapt what we know in diverse contexts.

Have perspective See and hear points of view through critical eyes and ears; see the big picture.

Empathize Find value in what others might find odd, alien, or implausible; perceive sensitively
the basis of prior direct experience.

Have selfknowledge Perceive the personal style, prejudices, projections, and habits of mind that both sh

and impele our own understanding; we are aware of what we do not understand an
understanding is so hard.

Tablel. A summary of theig-faceted view of understandif@/iggins & McTighe, 200k Used under fair use, 2013

il Spatial fidelity

In our investigation of spatial information presaiins, we include consideration for the
complexity of spatial information layouts, the level of spatial fidelity, and the degree of interactive
control for accessing information. Wesitthat these factors are tightly coupled in determining the
effectiveness of spatial information presentations; however, we boniscope to exclude detailed

analyses of several other factors.

For example, the level of spatial fidelity depends on how the virtual space of a VE is mapped to the
physical space surroundingetluser. Spatial fidelity is largely dependent on the visual components
of a sdisplay diaelityd the extent to which our perception of the VE matches how we
perceive realvorld environmentd becausehese componentdirectly affect how the virtual wadll

is presented on the display surface within the
determinedby how users must interacd tview the virtual spacelhat is, are users able to use
physical bodily movements to view the virtual spais done in the real world, or do they have to

use a less natural form of interaction, such as joystick or mouse control? This becomes an issue of
t h e WMtEracton fidelity the degree that the interaction technique matches thevoell
interactionmethod that would be used to achieve the same goavel techniques with lower
interaction fidelity require a greater number ofma p pi ngs of the virtual

physical space.

Though a VEG6s spati al f i d edisplay fidelity &nd dsenavegatiomaln e d |

interacton fidelity, for this researchve are primarily interested in their combined effect on the
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perception of the virtual space. As suale are taking a more holistic view of VE systemsdour
studiesdo notfocus on howndividual components oflisplay fidelity or interaction fidelity affect

the use of spatial information presentations.

iii Information organization

The effectiveness of spatial information presentations undoubtedly depends on how the information
is organized in spa¢éut determining an ideal organization or presentation odeégends on the
specifics of the information and learning objectivé§hile we feel that improving layout
organization techniques is an important topic, further investigafitlow users take advantage of
spatial information presentations is needed before addressing organizational challenges for 3D
spacessStill, due to the close relationship between spatial layout and information organization, our
work does include some consrdtion for organization. However, we leave detailed investigation of

this topicoutside of the scope ofurwork.

iv Environmental detalil

Environmental details and landmarks could affect the effectiveness of spatial information
presentations, as they coulifeat how well users are able to navigate spaces or assign meaning to
locations. Whilewe haveincluded partial consideration for environmental details in our sttialy,
specifics for preferred choices of details may depend greatly on the learning taskseand
preference. As suckne do not provideathoroughinvestigation otdifferent types of environmental
detail (as this is not our focisbut we do presemecommendationfcusing on simple visuals and

landmarksat information locations

1.5.2 Approach Overview

The researciplanincludes an analysis of the problem space, followed by five empirical studies to
investigatehow spatial information presentations affect learning effectiveness and learner strategies.
As we completd these experiments, we fornaidd design principles to support effective spatial
information presentations. In order to validate these principlegppked themn the development

of an educationa/E designed to support a real learning exercidéer an analysis of this design

process and thetudy results, we develau a set of design guidelindsr developing VEs for
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learningactivities. Below, we provide an overview of this approach and explain how it will address

our research questions.

i Creation of an initial description of the problem space

Following an analysis of the previous research regarding educatiiégl we organizeda
preliminary description of how the specific problems we are addresswgHih the greater scope

of the problem spac#&Ve describe the portion of the problem space the proposed work is attempting
to cover, as well as the areas that we will be unable to addigssdescription is presented in
Chapter3.

il Five experiments withvarious learning tasks

This step includes five experiments involving a variety of learning tasks.

a. Experiment |. The effects of spatial information presentation on memo rization
performance.
The main purpose of this experiment was to helddressQl, investigatinghow spatial
information presentations in virtual environments affect learpieijormance and strategies
Additionally, this experiment partially addressed Ghudying the effects of additional
environmental imageryThis experimentelied on a memorization task as a simple type of
learning activity. This experiment was done in a setup with high spatial fiddayprovide a

detailed report of this experiment in sectf.

b. Experiment Il: The effects of spatial information presentation on problem solving
performance.
The purpose of this experiment was to build on the findings of Experiment I, helping to further
addressQ1, which is concerned witlhow spatial presentations affect learning in MEs
general In this experiment, the complexity of the learning task was @dwalbove that of the
memorization task oExperiment I; a problersolving activity is used as the task. This
experiment was done in a setup with high spatial fiddligperiment Il is further explained in
section4.3.
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c. Experiment lll: The effects of spatial information presentation and interactive
viewing on learning.
Building off the conclusions of Experiments | and I, the third experiment cowhpeaieing
effectiveness usinghanualand automatedypes ofviewing. Additionally, we vared layout
complexity with low and moderate levels. While this experiment provide fexdesight into
Q1 (investigating, in general, how spatial presentations affechitgarin VES) its main
purposewas to begin to address (2oncerned with the effects gpatial layout complexidy
and Q4 (concerned with thdevel of navigationalcontro). The task for this experiment
emphasized understanding, though also included meation The test application udeD
graphics on a largdisplay system to gain a conceptual understanding of how space and
interactivity affect cognitive processing in spatial displays. This experimvastdone in a
setup with high spatial fidelityChapter5 provides a more detailed description of this

experiment.

d. Experiment IV: The effects of interactive view control and environmental detail on
learning with spatial information presentations.
The purpose of this experiment is to investigate whether or not the findings of Experiment Il
(based on a 2D graphical display) also apply to 3D virtual environments. This experiment
addresss Q2 (concerned with the edftts oflayout complexity) by providing data on how
people use a relatively simple layooit within a 3D VE The experiment also compares
automatic and manual travel methods, contributing data towardsd@derned with théevel
of navigationalcontrol). Additionally, the study was designed to collect information about
environmental detail (Q5) by comparing a relatively empty version of the VE to the same
environment with supplemental visuals placed at information locatMse details about
ExperimentV can be found irChapter6.

e. Experiment V: Considering the degree of view control and spatial fidelity for spatial
information exploration
This experiment furtheaddresses Q4 (concerned with thdevel of navigational control),
comparing the effect of partialgutomated view control with either fulipteractive or fully
automatic levels otontrol. In addition, the study compares high and low levels of spatial
fidelity, contributing towards addressing QBo broaden our research to account for other
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forms of spatial information presentations, this study uses a data analysmttaskcation
contextualized scientd information visualizationWe presenthis experiment irfChapter7.

iii Case Study:Applying design principles to the development of airtual environment for
history education

After aggregatingdesign principledrom the previously described experiments, we refitieese

principles throughhe development ofraeducationaVE that focuses on a real learning activity

The application was designed aroundpired users to learn about the causes of the First World War.

We developed both desktop and CAVE versionshefapplication, and we considered numerous

design factors that helped us to gain greater insightsipatial information presentations aaidl of

our research questionéfter the design and implementation thie application, ve conduced a

small user study to help evaludlte design principles before preparing our final design guidelines.

We discusshecase studyn more detaiin Chapters.

iv Development of design guidelines

Based on the findings of the experimeatsd case studythis step involve the formulation of
design guidelines for spatialformation presentations to support cognitive processing tasks. The
guidelines include considerations fdayout complexity and organization, view control,

environmental detail, and spatial fidelity

v Revision of the problem spacelescription

Basedon insighs discoveredhroughout the scope of this work, wevisitedour descriptionof the
problem spacend our explanation of how our work fitgithin the larger body of research

educational VEs

1.6 Contributions

1) We provide a description of the problem spacehelp organize the research space for
learningbased 3D environments. This will allow other researchers to see how this work fits
into the existing body of research in educational VEs and reveal what areas could most benefit

from further investigation.
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2) We add tothe conceptuahnd scientificunderstanding of the role of space and navigation for

3)

learning activities through empirical evidence collected from five experiments, contributing to
the disciplines of psychology, education, and hum@mputer inteaction. Our results and
analyses provide further insight into: (a) the effects of display and software factors on
performance in cognitive processing activities, and (b)stha&tegiesesmployed by users in

cognitive processing activities.

We provide degin guidelines fordeveloping spatial information presentationBhese
guidelinesarebased on empiricallgathered evidence and refined through their application to
the development of a real application. The generated guidelines include considerati@)s for:
the design of the virtual world, based on the concepts of spatial layout complexity and degree
of interactive control, and (b) properties of the display systems used for the VEs, based on the

analysis of the effects of spatial fidelity.
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2 Literature Review

2.1 Learning and Information Processing

Evaluating learning can be complicated, as learning itself is a complex concept with multiple
interpretations. The goals of learning activities vary, with the target level of material mastery
depending on any number of factors (e.g., available time, @yctast, amount of knowledge
needed to perform a task, level of educational institute). Serving as a framework for organizing and
understanding the different types of learning, Bloom's Taxonomy of Educational ObjéBto@s

et al., 1955 orders cognitive learning into six levels: knowledge, comprehension, application,
analysis, synthesis, and evdioa. Through this ordering, the earlier levels were meant to represent
simpler levels of mastery, while achieving the higher objectives meant a more mature mastery of
the subject materigKrathwohl, 2002. For the purposes of our esgch, we observe a broad view

of learning, considering multiple levels, but focusing more heavily on the foundational levels that
are essential for achieving the higher levels of mgs#es such, in its simplest sense, we consider
learning to be the adkwement of new knowledge of presented informafidrat is, learning occurs

when information that was in some way contained and represented in a computer system can be

recalled or applied withouhe presence of that information presentation.

With this view, we must be concerned with how individuals process, store, and retrieve information.
Helping to describe this psychological process, Wiskarmodel of human information processing

(C. D. Wickens & Hollands, 200®reaks down this process. In this model, information enters the
system fromthe environment in the form of sensory stimuli (such as sounds or imagery). If
attention is given to those incoming stimuli, they will be perceived and interpreted with some
meanng. Following perception, the information can be stored in working memory for further
consideration. While working memory serves only as temporary storage for conscious thinking,
information can be stored in lotgrm memory for extended periods of timetheut active
attention. Information can also be pulled to working memory from-teng@ memory for active

processing.

Schema theory offers an explanation of how information is organized in memory. According to

schema theory, a schema is a generic knowlsttgeture in memory that can be used to determine
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how to process new informatiofR. C. Anderson & Pearson, 1984iaget(1977 described
schemata as complex, internal representations built to explain the experiences and observations in
the external worldThese internal knowledge structures help learners relate appropriate information,

or even make connections between pieces of information that are not explicitly presented together.
Schemata provide a means for knowledge to be stored and organized -terlonghemory
according to how that information is expected to be (&&d Glaser, & Rees, 1981As a generic
structure, a schema &type ofabstract knowledge that can be applied to specific situations in our
lives, allowing us to use what we learned in past experiences to make sense of objects or scenarios

that we have never seen before.

Building upon schema theory, the AGI (Adaptive Conil of Thought-Rational) theory of
learning and cognition supposes that comglegnition is the result of marwell-organizegdsimple

units of informationaccessed togethéi. R. Anderson & Schunn, 200t the core of ACTR is

the concept that cognition is based on a set of rules, or productions, for determining the correct
responses or actions when the corresponding conditions ar@.nfiet Anderson & Kline, 1979
Additionally, using the idea of schema abstraction, even if all of the specific conditions of a specific
production rule are not met exactly, the rule's response may still be selectadsitutitionas long

asthe conditions are close enough to the | cendglisons.

Schemata are created in leflgym memory based on experiences and conscious processing of
information within working memory; thus, it is important to support efficient usevarking
memory to effectively generate useful schemata when learning new concepts. Whitertong
memory is seemingly unlimited and may store some information for longer periods of time (perhaps
minutes for some items and a lifetime for others), workimgmory is clearly limited. Memory
research has found that retention in working memory is generally limited to around ten to fifteen
seconds without active rehearsal of that informaibrBrown, 1959Peterson & Petson, 195%.
Additionally, working memory is generally only able to hold between five and nine pieces of
information at a time for items that are stored through verbal encofitisr, 1956), thoughfor

visual types of information, the capacity maglimited to three or four item@/ogel, Woodman, &

Luck, 2001).
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This difference due toepresentatiotypeis an example that supports Baddel¢¥399 theory that
different types of information may be rdled by different stores in working memory. By
Baddeley's model of working memory, humans possess two types of working memory: visuospatial
and phonologica(1998. The visugpatial memory store (the vissmatial sketchpad) is used for
images and spatial information, while the phonological loop is used to maintain verbal or auditory
information. Additional research supports this theory, showing that it may be possitdke
advantage of both stores to improve task efficiency by not relying on only one information type
(e.g.,Duff & Logie, 200% C. D. Wickens & Liu, 1988 Highly related to Baddeley's dichotomy of
working memory is Paivio'§1971) dualcoding theory, which supposes that verbal and visual
stimuli are processed along separate chanimelsognition. When presenting information, it is
believed that coupling imagery with verbal information can support redundant coding, which
improves information interpretatidie.g.,John Robert Andson & Bower, 1980Mayer & Moreno,

2002.

Wickens united the concepts of multiple stages of information processing, multiple resources for
processing spatial and verbal information, and multiple paraeghannels into a consolidated
theory, providing the Multiple Resource Mod@éL. D. Wickens, 2008 While resources for
cognitive processing are limited, mental workload, the demand or strain on these mental resources
(Moray, 1979, may be shared among the multiple stores of resou@@reshe other hand, mental
workload will be much higher if the activity places high demand on a single type of re0uie
Wickens, 2008 This serves as further motivation to investigate effective methods for representing
information. If spatial information can be processed separately from other information, then that
other information can be learned without sacrificing available resources. fohusmplimentary

types of information, supplementing spatial information can certainly be beneficial.

2.2 Spatial Information Features

Similar to the theory that information is processed using multiple types of mental resources, it has
also been proposed th&nowledge items are stored not as single units, but as colleafon
features. In his study of the memorization of various words, for example, Wil@&r3 noted the
importance of relevant "semantic dimensions" of words. Participants were able to use word
meanings or categories to aid memorization of the words themselves. Brown and NO&§l|

presented a similar explanation in their discussion of the "tip of the tongue" phenomenon. This
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phenomenon refers to the situations when we are unable to recall a particular itdenest ithat

we know that we know, but we are only able to recall similar words or ideas. Brown and McNeill
suggest that memories of items are organized by their featuréssometimes certain features are
able to be recalled individually. Research ha® ahown evidence that recollection of features can
serve as a cue to aid the retrieval of associated inform@ignE. Tulving & Osler, 1968Endel
Tulving & Pearlstone, 1966

Human cognition processes different informatieaturesin different ways. Hasher and Zacks
(1979 addressed some of these differences in their discussion of effortful and automatic forms of
information processing. While some features of information are learned through effortful
processing, redqung attention and intentional learning, other types, such as spatial or temporal
information, can be processed automatically, requiring little or no extra attention or demand on
available cognitive resourceéd/hile a variety of types of information (e.gmages, words, sounds)

can be used to cue retrieval, our research focuses on spatial cues.

Mandler, Seegmiller, and Dg§t977) provided strong evidence that spatial information is learned
autamatically, even when the learner is focused on other features. In their first study, university
students were asked to study 16 toys distributed among cells of a 6x6 grid. The researchers divided
participants into three groups: standard incidental learmiog incidental learning, and intentional
learning. In the intentional learning condition, participants were told that they would have to recall
the presented items and correctly place the objects within their grid locations. In the standard
incidental karning condition, participants were only told they would have to recall the presented
items. Lastly, in the true incidental learning condition, participants wmsetold to study the items

so that they could estimate the cost of the toy collectionr Aftelying the objects, the participants

were first tested on the recall of object names, and then on the positions of the object locations
within the grid. While the results indicated that the accuracy of object placement was well above
chance for all grops, analysis showed no significant differences among conditions; however,
survey results indicated that many participants in all groups often used |s¢atad their learning
strategies. In a follovap study, the researchers repeated a similar expetjiout this time with
kindergarten, grade school, and university students as participants. This study confirmed the results
of the first study, though university student participants in the true incidental condition performed
significantly lower object lacement scores than the standard incidental and intentional groups.
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Overall, these studies suggest that spatial information is encoded itefamghemory even without

intentionalfocus.

As spatial information is learned automatically, location couldrbé&deal candidate as a form of
redundant coding to reinforce learning and to aid the recall of other information fed&wres.
Pylyshyn's model of spatial indexing, locations can be used as references to other information that is
not visible (Pylyshyn, 1989 That is, by referencing location as an index, it is possible to recall

the information that was associated with that index. This concept is not limited to the use of real,
physical locations. The method of loci, for exale, is a memorization strategy that involves
mapping pieces of information to different locations (real or imagi(¥éakes, 1973 Then, to help

recall the information, animagines visiting the locations. In our research, we are investigating how

learners take advantage of virtual space to support similar strateggsove learning.

Numerous studies have provided evidence that humans do refer to spatial information whe
recalling information. In one such studichardsorand Spivey (2000 first showed participants a

group of four objects, and then showed the group again with one of thetsobjessing. When

asked to recall details about the missing object, the study found that participants often looked to the
location where that object wésven though the relevant information was no longer there. In a
similar study, participants listenedaanessage while a video of a perspeakingvas displayed in

one cell ofa2x2 grid. Four facts were presented in this &apne with a video in each cell of the

grid. When asked questions relating to the presented information, participants often lotied to
location where the video was displayed for that corresponding message. Auplisttdy showed

the same results even when displaying a spinning cross in the corresponding cell rather than video
of humans speaking. In related research, Love and Sb(i983 asked students to study a-12

page document, presented either in a muHgalge booklet or agcontinuous, scrollable document
viewable through a singleage window. The following tests revealed better performances by those
students with the booklet format. In a follayp study, the researchers also found that recall
improved when they provided paipants with the page number and location on the page where the
relevant information was printed. In research of menu design, Kapt¢lifB8 concluded that
software users rely on locati®m lists more tlanon textual descriptorsshenselecting menu items.

Rather than simply reading the text of the list items, participants selected items ba$ed on
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positiors, relying on a mapping of text and functionality to location. Again, these results
demonstratehte value of spatial indexing for data retrieval.

Providing further evidence of the benefits of using spatial information for information processing,
research by Hess, Detweiler, and E(l999 found memory benefita/henlocationwas useds a
redundant indicatorThe researchers found performance nowpments with their changeacking
taskwhen information wasorrelated with positions in a grid layout. In this study, graphical icons
were used to represent various system states. After viewing a sequence of state changes for an
extended period ofime, the experimenters would stop the sequence without warning and ask
participants to recall the previous states. The study found that participants performed significantly
better when the icons for different states were mapped to set positions in ad3x&ther than

when all icons were displayed in the same location. While this study compareespatiah layout

with a layout with low spatial complexity, VEs can potentially provide much greater complexity. As
complex visualizations, our research vellaluate performance differences and investigate learning

strategies over a variety of layout complexities.

2.3 Supporting Learning with Spatial Visualizations

Learning is a complex mental activity that involves perceiving new information from external
stimuli, relating the new informationo previously learned information, and storing the new
information in memory. Information presentation should be designed to ease the strain on working
memory, which can affect the ability to process informat®weller, Van Merrienboer, & Paas,
19998. Due to their many successes in making information easier to understand, visualizations are
commaly used to help viewers learn new informati@ard Mackinlay, & Shneiderman, 1999
Whether used to represent complex information in a unique way, communicate the meaning of
information to others, or serve as a work space for problem solving, the purpose of many
visualizations is to help viewers leasomething that was not previously known. Discussing the
importance of computesupported data visualization, Card, Mackinlay, and Shneide(a269)
describe the primary role of interactive visualization as the amplification of cognition. With a
similar perspective, Norman refers to visualizations as cognitive artifactsng as a means of
offloading cognitive processing into the woforman, 1991Zhang & Norman, 1994 Graphical
multimedia allows learners to externalize thaternal representations of information, reducing the

strain on working memoryScaife & Rogers, 1996Zhang & Norman, 1994 As a result, more
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cognitive effort can be sl for constructing new internal knowledge structures, serseng, or
working towards other information processing tasks. By this model, new information will be more

efficiently understood anencodedn long term memoryMayer & Moreno, 2008

Spatial grouping is a common way of visually relating visual representdfi@nkin & Simon,

1987. For familiar forms of visualizations, spatial representations are commonly used to effectively
present information and support understanding. For instance, in cartography research, MacEachren
(1995 showed that spatigbositions compared to other types of visual encoding (enbject

colors, texturesshapes or orientations) are especially effective for supporting perception and
information processingAs another example, in a study of the des§reducational multimedia,

Mayer (2003 presented evidence that students learned more effectively and demonstrated more
creative problensolving when related text and images were presented in the same location, rather

than separated into different regions.

While such benefits to cognitive processing are apparent for spatial representations in 2D
visualizations, significantly less work has/estigated how well learners take advantage of spatial
representations in 3D virtual worlds. For 3D graphical environments, Robertson, Card, and
Mackinlay (1993 suggsted that the virtual space available in virtual 3D space can be used as a
workspace to hold large volumes of information, and that virtual rooms could serve as a means of
organizing that information. In their research using 3D virtual representationsl teciance
education, Dede, Salzman, Loftin, and Spragil@99 noted the importance of experiencing the
virtual content from multiple locations, through different perspectives. Despite the theoretical
advantages of using virtual space to present and organize information, little scientific evidence
exists to verify tese concepts. Without a strong understanding of the factors influencing effective

3D presentationsf information, design methodology is limited.

As an additional problerfor designing educational VEBttle is known about howhe effectiveness

of VEsdepends on the specifics of the display system. This is an important issue for deciding what
display systems are necess#ol educational VEs. Despite the many educational applications that
take advantage of immersive technology, only a few projects haamamtd to formally quantify

the benefit{Mikropoulos & Natsis, 2011 Furthermore, these evaluations were primarily based on

comparisons of VEupplemented education with traditional educational methods (e.g., lectures,
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red-world activities), but were unable to test for any differences due to the immersive features of
the display system Johnson, Moher, Ohlsson, and Lei@®01) worked to integrate ¥ systems

into an elementary school to help students attain greater understanidgsugsntific concepts, but

were unable to find a meaningful method for comparing comprehetsidmat achieved with
traditional instructional methods. Roussdbliver, and Slater(200§ compared test results for
groups of students using either their Virtual Playground or a physically similar exercise to learn
about mathematical fractions, finding no meaningful quatinte differences between their physical

and \E exercises. In a separate study, Bowman, Wineman, and Hi#3 found evidence for
learning improvements for students who usedeaagplication to aid their classroom study of zoo
habitat design, but the researchers were unabddtain statistical significance due to sh@ass

size and poor attendance.

In an attempt to determine how various display characteristics affect learning, the ScienceSpace
project(Dede et al., 1996studied the benefits ofrgups of immersive features for three different
applications. For one of these applications, MaxwellWorld, an application for learning about
electric fields, the researchers found significant improvements over more traditional n{Etades

et al., 1999 While this was an important step in evaluation, it was not possildetesmine the

values of the individual components of immersive technologies. Further, this study did not compare
these systems to less immersive, deskioly VEs. The results of this study did, however, suggest
that the ability to view the virtual worldhtough multiple viewpoints a useful method for
achieving a better understanding of the 3D spawsas an important contributor tbe improvement

of learning within the VE. This serves as evidence of the importance of strong spatial cues in certain

learningsituations.

Further, because VEs with increased |l evels of
leveraging common perceptual abilities used inegtay life (e.g., binocular disparity provided by
stereoscopy and motion parallax provided by Heacking with heatbased rendering}the high

fidelity, visual features of immersiVéEs provide advantages for understanding spatial structures.

For example, Ware, Arthur, and Boo(i993 and Ware and Mitchel{(2005 found that head

tracking and stereoscopy helped participants to better understand 3D graph structures. Additionally,
Schuchardt and BowmgR2007) showed that the addition of stereoscopic vision, head tracking, and

increasedield of regard the amular area surrounding the user within which the virtual world can
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be viewed with physical rotationjnproved the understanding of complex, underground cave
systems. Further, a study by Arns, Cook, and @taiza (1999 demonstrated performance benefits
of a highimmersiondisplay with multiple large screemwer a lowimmersion desktop display for

structural detection tasks in statistical visualizations.

Similarly, research has shown that lsummersive features can improve performance in navigation
tasks and general understanding of environmental layesearch by Chance, Gaunet, Beall,
Loomis, for instance, found that the added proprioceptive cues available while walking with a
tracked, hadmounted display helped participants maintain orientation and keep track of locations
of interest within a VEChance et al., 1998As another example, a study ban, Gergle, Scupelli,

and Pausch(2004 found evidence that navigation proficiency was significantly better when

viewing a VE on a large, projected display rather than staredard computer monitor.

If spatial representations improve learning and understanding of information, and better
understanding of spatial knowledge can improve the effectiveness of spatial representations, these
findings suggest that immersive displégatures could transitively improve learning for certain
information presentations in VESs. Studies in information visualization support this claim, showing
benefits of higHidelity visual features for tasks such as analyzing rgra@hs(Ware & Franck,

1996 and scatterplot dai@aja, Bowman, Lucas, & North, 2004urtherdemonstrating the value

of highfidelity visualizations, Mania, Robinson, and Brar{@005 found evidence that object
recognition was significantly better with higher rendering quality in a study related to the
memorization of object informatiohe current body of work provides little insight into how to

appropriately present moremplicated or unfamiliar concepts.

Placing greater emphasis on learning new information, rather than understanding and recalling the
layout of objects within a VE, Sowndararajan, Wang, and Bow(&anwndararajan, Wang, &
Bowman, 208) found that users performed significantly better in a procedural memorization task
when they used a more immersive VE. The experiment compared a laptop display (low immersion)
to a large twewall projection display (high immersion). Users were showmedlical treatment
procedure consisting of multiple steps and asked to view, rehearse, and memorize the procedure
before recalling it in the VE. Such a mental activity is a simplified version of conceptual processing

involving perception and memorizatidoyt not necessarily understanding.
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In a follow-up study, we evaluated recall time and accuracy on a procedure memorization task
involving the sequential placement of colored, geometric solids in specific locdRagan,
Sowndararajan, Kopper, & Bowman, 201 this study, we compared performance differences
between conditions with varying levels of visual fidelity. Specifically, we varied field of view
(FOV; the angular area in the physical world within which the user can see the virtual world at any
instart in time), software field of view (the angular area in the virtual world that the user can see at
any instant in time, or the FOV of the virtual camera), and field of regard. The overall results
indicated that higher levels of sensory fidelity improved muoezation performanceWe
hypothesizethat the performance gains can be attributed to the enhanced spatial cues offered by

more immersive conditions.

From these past studies, it is apparent that certain aspects of visualdidelggrticular,field of
regard directly affect the spatial fidelity of a systed.high field of regardhelps users to perceive

the virtual space within the physically surrounding space, allowing the use of natural, physical
movements in manipulate the view of virtual space. Taduces the amount of-neappings of

virtual space to the physical space surrounding the user.

Realworld environments offer the highepbssiblelevels of fidelity, and spatial information
presentations certainly exist in the real wolduseums serve asn obvious example of a real

world spatial information presentat®rin many ways, designing and organizing museum exhibits

is similar b our interests in designing VBgluseum desigohallenges alsoonsider factors such as
exhibit interactivity, scalebalancing between entertainment and education, partitioning of
space(Allen, 2004. The main difference between museums and VEs, of course, is that physical
museums have additional constraints imposed by the real world. As such, museum design includes
issues such as physical barriers, gallery entrances and exits, and roo(De&esl99% Further,

while museums are designed to accommodate large groups of vietiorsgsearch focus is on
individual learning.But other issuesire relevant to botphysicaland virtual environments. For
example, museum design considers floor plans, spatial relationships among objects or exhibits,
directionality of exhibit viewing flow, visual balance, balancing object arrangements, balancing
between intellectual and more eygble content, selection of representation type or media format,
and organizational models for presenting con(Batan, 1995 In fact, some of the issues relevant

to eduational VEs that are beyond the scope of our focus (i.e., information organization and
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representation) are at least partially covered by existing museum design recomme résadi qunst.
as educational VEs are challengedtitg need for design evaluatianuseumsalsolook to research
results forsupportof designdecisiongAllen, 2004. Thus, in many ways, museum design research

and VEdesigncan complement each other.

2.4 Dynamic Multimedia and Interactivity

Educational multimedia is often usénl present information through the combination of multiple
representations, providing the potential to aid learning by allowing learners to experience related
information in an integrated contexLevie & Lentz, 1982 It has also been suggested that
multimedia with animated components could prove more beneficial than static displays in certain
scenarios. Park and Hopkii$992 described six general learning situations believed to benefit

from the use dynamic visualizations, listed below.

(a) demonstrating sequential actions in a procedural task

(b) simulating causal models adrmplex system behaviors

(c) explicitly representing invisible system functions and behaviors
(d) illustrating a task which is difficult to describe verbally

(e) providing a visual analogy for an abstract and symbolic concept

(f) obtaining attention focuseamh specific tasks or presentation displays

It was previously believed that dynamic forms of multimedia could always offer further learning
benefits over static visualizations; however, following a review of studies of dynamic visualizations
for learning, Hegarty (2009 rejected this assumption. Interactivity may serve as a means of
eliminating many of the problems of educational multimedia while preserving the benefits of
integrating multiple information repsentationsRogersand Scaiffe(1997 warned that non
interactive multimedia do not adequately challenge leartersonsider multiple models for
relationships among the presented informational items, as is desired for more complete levels of
understanding; further, this lack of mental integration may only result in "fragmented and
superficial learning(Rogers & Scaife, 1997 Dynamic visualizations delivea high amount of
information within a limited amount of time, birdividuals require different amounts of time to
process the same information. Interactivity can help by allowing learners to control the delivery of

information, easing the demand on working mem@tggarty, 2004 It has also been suggested
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that allowing control within complex simulations, interactivity can improve problem solving and
creativity(Tennysm & Breuer, 2002 Further, interactivity can increase engagement in the learning
process, improving learned @ttention and personal interest in the matefitiice & Rogers,
20049).

The rationale for using interactive multimedia to assist learning is largely based on the theory that
knowledge is gained through active experience. Piaget proposed that learning was a process of
discovery, and thandividuals construct and organize mental knowledge structures based on their
experiencegPiaget,1977). In Piaget's theory, such complex, internal representations were built to
explain the experiences and observations in the external world. These internal knowledge structures,
or schemata, help learners relate appropriate information, or evencoraiections between pieces

of information that are not explicitly presented together. These concepts are foundational for the
well-known constructionist learning theory, which emphasizes the need for learners to actively
participate in learning activitiesather than the more passive mode of receiving knowledge from
given source¢Von Glasersfeld, 1994

In addition to providing a means for to actively explore information, interactive graphical
multimedia allows learners to represent and experience their inkermaledge structures visually
(Scaife & Rogers, 1996Zhang & Norman, 1994 Interactive exploration allows learners to
experience information in multiple ways, suppugt the construction and testing of various
knowledge representatio(Brice & Rogers, 2004The goal is to support more meaningful learning
through conections with related pieces of informati@Mayer & Moreno, 2008 as meaningful
material can more effectively be learned and recdlegl,R. E. Johnson, 197®ayer, 197§. As

an example of a form of interactivity yielding quantifiable benefits, research by Bodemer et al.
(2009 investigated the effectiveness of integrating text and imagery for understanding the
functionality of a simple mechanical system. The results indicated that students better understood
the materiathough not significantlyyvhen hey had to actively integrate the material by moving
textual descriptions to the appropriate locations on a diagram; however, the researchers found
significant gains in a similar experiment using text and statistical visualizations, rather than the
more smplistic mechanical systeriVhile this is an example of a simple form of interactivity, VEs

provide the potential for many, more involved forms.
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In 3D spaceseven navigation can serve as a form of interactivity that offers the potential for
meaningful, catrolled exposure to informatio(Dalgarno, 200 Additionally, relevant to our
interest in spatial information presentations, research has provided evidencetehattive
navigation, asopposedto the passive observation of transitioning through a 3D environment,
improves memory of object location within the (B. M. Brooks, Attree, Rose, Clifford, &
Leadbetter, 1999 Depending on the learning strategies used, better spatial knowledge of the
environmental layout could improuthe effectiveness of spatial information presentations. This
motivates our interest in studying how the degree of interactive view control interacts with spatial

layout complexity.

Furthermore, while the potential benefits of interactivity described tausagsume interaction
techniques requiring relatively small amounts of physical movemean; putton presses, and
joystick or mouse movements), interactions involving greater physical involvement could yield
even greater benefitShis is notablefor the discussion of immersive virtual environments, which
often support interaction techniques involving relatively higher levels of physical involvement, such
as bodily rotations, physical pointing, hand gestures, and walking. For example, Zanbaka et al.
(2009 evaluated performance on a task involving the recollection, comprehension, and synthesis of
information in a VE. Comparing performance differences due to the navigation technique used, the
study found that real, physical walking provided better performance than the other navigation
techniques (such as joystick navigation). In our previous stublvimg the memorization of a
procedure, we found that the greatest performance improvements were attributed to increased field
of regard, which allowed user to use natural, physical rotation to view tH&afan et al., 2030

These results may be attributed to reduced mental workload while using a more natural, familiar

form of viewcontrol, but this is not the only benefit of employing physichtiged interactions.

It is believed that physical movements and positions are often mapped to external information.
Through thisdeictic binding motor actions and internal cognitive processes can be linked with
external sensory informatigiBallard, Hayhoe, 8ok, & Rao, 199Y. Then, for supporting learning,
interactivity involving high levels of physical movement can provide the added benefit of motor
memory cues to aid memorization and recollectiora study of the memorization of a sequence of
actions,Cohen(1989 found evidence that making physical movements while learning the sequence
helped improve participants recall the sequence later. Based on the nature of the types of actions
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made during the experiment, Cohen also ahdi@t specific typesf motor action had little effect on

recall, stating that any sequence of corresponding physical actions is equally effective in improving
supporting memorization performance. In another study related to memory, Casasanto and Dijkstra
(2010 found that physical movement of marbleffected the retrieval of memories of emotions.
Additionally, Patten and Ishi{2000 provided evidence that physical interactivity improves the
effectiveness of spatial mapping for recall. Their study found that participants were better able to
map information to locations when using a tangible system requiring physiocvements of
wooden blocks, compared to a system displaying virtual graphics and relying on a mouse for

interaction.

Because system interaction techniques can influence mental workload and memory, it is important
to consider difference techniques supedrby the display system. In particular, we are focusing on
navigation (or view control) because it is necessary to access different locations and to achieve

different views within 3D space.

2.5 Virtual Environment Learning Applications

Following our discussin of the background concepts of learning, space, and interactivity, in this
section, we provide an overview of the many types of applications that have been developed to
support learning in 3D environments. The presented examples will help us to desdwieeour

research lies within the problem space of research in educational VEs.

VEs have been used for many educational purposes. Many VEs have been designed specifically for
training applications to help users to learn new skills or to practice proseMatgicle simulations,

for example, were the earliest use of virtual environm@nt$. Brooks, 1999 Similarly, medical

training systems allow surgeons to practice surgical technifpigs Grantcharov et al., 2004
Seymour et al., 2002Johnson and RickdlL997) employed virtual characters to help uskean

the steps of procedures, such as operating complicated machinery.

VEs are also used to aid military training to support the learning of concepts, rather than just
physicallybased skills and procedures. For examplener i cads Ar isya:3Dgémpeer at i
that allows users to learn about the -dlayglay operations foAmerican soldiers and how different

weapons handle and fi(gyda et al., 2008 Other military simulations have been used to help users
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to strengthen their communication and decigmaking skills(Page & Smith, 1998 Similarly, for
medical educationlohnsen etla(Johnsen et al., 20D&lso explored the use of virtual characters in

a VE to help medal students improveommunication and decisienaking skills Medical training
applications can also aid other forms of concepleatning For instanceQuarles, Lampotang,
Fischler, FishwickandLok (J. Quarles, S. Lampotang, |. Fischler, P. Fishwick, & Benjamin Lok,
2008 employed a mixedeality system, which alwed users to view virtuaHlgisplayed objects

and information integrated with real, physical objects, to support the conceptual understanding of
anesthesiology machinery. This application was used to help anesthesiology students connect their
abstract metal models of equipment functionality to the actual workings of the physicalvoetd
machines. As another form of specialized educafitiiss have also been used to educate users
about safety issues, such as for mine sdtety, Filigenzi, Orr, & Ruff, 2000

Many applications have also targeted more common topics. For example, many VEs have been
designed to support mathematics education. The AquaMOOSE 3D application supplemented
mathematics educatiohy allowing students to control the movements of a virtual fish using
parametric equationéElliott et al., 2002 Rousou and Sl ater@¥Wowas rtual
designed to help students to better understand numerical fractions and to improve strategies for
solving mathematical fraction problems. As another example, thet@ot8D application showed

promise for assisting the learning of geometric structures through interactive, 3D visualizations

(Kaufmann, Schmalstieg, & Wagner, 2000

Educational VEs have also focused on science education. As mentioned #exlidaree virtual

worlds of ScienceSpag¢&alzman et al., 1996vere designed to allow students to explore molecular
structures, investigate basic principles pifysics, and experiment with electrostatic fields. As
another example, the NICE(Narrativebased, Immersive, Constructionist/Collaborative
Environments)garden was designed to help students understand plant life cycles and their
relationships to agents of natyfRoussos et al., 199ohnson, Moher, Ohlsson, and Le{g007J)
described a variety of VEs, including those that that allowed students to ettogelar system,
examine the anatomy of insects, and inspect the shape of a volcano before and after eruption. Fjeld
et al. (2003 describé an application that supporthemistry education by allowing students t

combine elements to build molecules using a tangible user interface.
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In addition to the sciences, educational applications have also been developed to support social
studies topics. For example, a VE described by Slator é2@0D1) supported anthropology and
archeology education through investigation and profdeming activities that also incorpordte
principles of geology and biologys a similar apptation, theOn-A-Slant Village(Hokanson et

al., 2008 was designed to help students learn about N#&merican culture through experiences

and interactions with virtual characters. In the River @yironment(Dede et al., 2004 students
couldwork to integrate historical, social, and geographical knowledge in the critical thinking task of
understading the nature of illness within the virtual city. These applications demonstrate the ability

of VEs to incorporate a variety of topics into engaging, educational experiences.

Educational VEs can even be used to supfiwetiearning of foreign languagesRose (1996
detaiked an immersive VE designed to help studentseton the Japanese language through both

passive and interactive activities involving audio along with 3D visual representations.

Additionally, Dickey (2009 describes a muhiise, 3D environment that allows users to learn about
business concepts by navigating to certain locati(ee® Figure 5). Dickey emphasizes the
importance of the application serving as a means of social interasfiile providing an
environment as context for learning. This is similar to the two Second ihfieoements that we
mentioned earlierdealthinfo Island and the Virtual Neurological Education Ce(Bewulos et al.,
2007, in which users learn about health and medical information by visiting virtual information

displays within the environmefgeeFigure3).

While these examples of learnibgsed VEs by no means constitute an exhaustive list of existing
applications, this discussion should provide an overview of the great variety of uses for educational
VEs. Applications have been developedhilp users learn many different types of skills and

information. Application designs vary greatly, as influenced by the specifics of the target material.
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Figure5. A screen shot from the Active Worlds environment for businessifesDickey, 2005. Image used with

permission from M. Dickey, 2013.

2.6 Summary of Related Work

Learning is a complexprocessinvolving the percetion, interpretation and organizationof
information Our research with spatial information presentati@iargely based on the notion that
knowledgeitems arenot stored asndividual units, but as collectianof features(R. Brown &
McNeill, 1966 D. D. Wickens, 197D Relevant to our focus of the ueé space, pevious studies

have provided evidence that spatial features can be learned automatically, without conscious,
intentional focuge.g., Mandler et al., 197.7Combining this theory of automatic spatial processing
with the concept of spatial indexing, which is based on the idedottattons can be used help

access other informatiofPylyshyn, 1989 we hypothesizethat spaial information presentations

can be used to support learning in VEs.

While previous studies have attributed cognitive benefitgsh® mapping of information to
locations,(e.g.,Hess et al., 199Mayer, 2003, little work has addressed this concept witkias.
Though many educational VEs have employed spatial information presentdBongos et al.,
2007 D. A. Bowman, Hodges, et al., 199@valuating thesffectivenes®f these presenians has
been challenging We will address this challenge with controlled experimentation involving

simplified learning tasks.
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As a compounding issue, accessing information distribat®dng multiple locations requires
navigation, andesearch has shown thavigation techniques caffect cognitive processin@.g.,

Ball, North, & Bowman, 2007Zanbaka etal., 2004. Our hypothesis about increased spatial
fidelity supporting improved performance is related to these findings, based on the notion that
natural, physical forms of navigation are more intuitive, less cognitively demanding, and allow a
better understanding of the virtual spac#/e are also interested in interactions with spatial

complexity, as more complex spatial presentations require more complex types of navigation.

Additionally, our research is concerned with the level of interactvitthe navigatioral method.
While it is believed that some forms ofteractivity can support more effective and meaningful
learning(R. E. Johnson, 1978ayer, 1976 Mayer & Moreno, 2003 it is also believed that other
formsdetract from learningRogers & Scaife, 1997TC. D. Wickens, 1992VNinn & Jackson, 1999
This idea motivates our investigation of how taeel of view control affecs learningwith spatial

information presentations.
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3 Understanding the Problem Space

Research in educational VEs is a broad topic with many possible approaches for investigation. In
this section, we frame our approach and the scope of the proposed research within the larger scope
of research in educational VEs. We describe how this wdakeseto previous research and further
distinguish which elements arm@nd are not within the scope of our investigation. With this
description,we hope to help further organize the problem space to help other researchers to better
understand the rational®r our approach within a greater context. Further, by describing the
portion of the problem space that we are attempting to cover, identifying the areas that we will be
unable to address, and discussing alternative methodologies, weohogle others tdormulate

future research agendas.

Through our review of the literature, we found the body of research in education&b Y¥Edoth
large and compleXVe feel thatlear, focused research questions are important when adding to this
body of work Otherwi®, it becomes mordifficult for the lessons that are learnede applied to
other projectsand for the findings to bdntegratel with those ofother studies The presented
schemehashelped usto narrow the focus of our investigation atalidentify its relationship to

previousresearch.

We describethe place of our researchithin the problem spacwith a series of questions. We
discuss possible answers to these questions and explain how our investigation fits within this
organization. A sumary of our description of the problem spaw®l the focus of the proposed

researchs presented ifable2.

What types of learning do educational VEs support?

When studying applications with learning purposes, the first step is to consider what types of
knowledge will be learned. Here, we describe five general types of knowlpdgeedural
knowledge, factual knowledge, conceptual knowledge, spatial knowledge, andedige of
physicallybased phenomendhe procedural, factual, and conceptual types of knowledge are
based on K20G?tdbsariptioris nsthe knowledge dimension of his taxonomy of
educational objectives. We also inclugeisal knowledge and knowledge of physicailysed

phenomena as two more knowledge types commonly targeteceaittationalVEs. Certainly,
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investigations couldargetmultiple types of knowledgésmanyapplications commonlgo). In

the proposed investigation, we are focusing on factual and concgesiofknowledge.

a.

Procedural knowledge

Procedural knowledge refers to knowledge of how to perform some task. This includes the
knowledge relating to the specific skills neededcaomnplete the taskKrathwohl, 2002
Training VEs are examples of applications that aim to improve procedural knowledge.
These include flight simulatofg.g., Bell & Waag, 1993 the applications used for training
astronauts(e.g, Loftin & Kenney, 1995 and those used for militatypes of traininge.g.,

Zyda et al., 20083

Factual knowledge

This category includes knowledge of facts, details, and specifics of termin®cagiawohl,
2002. The previously describe®econd Life environments, Hihinfo Island and the
Virtual Neurological Education CentéBoulos et al., 2007 largely focus on supporting this

type of knowledge with their embedded information displays.

Conceptual knowledge

This type of knowledge involve®lating pieces of information to other elements, logically
organizing various elements of knowledge, andrabsng or applying theorig&rathwonhl,

2002. The Virtual PlaygroungRoussou et al., 2006s an example of a VE targeting this

type of learning, helping students to improve their understanding of the abstract concept of
fractions, as well as how this concept applies to a physical representdt@iRiver City

VE (Dede et al., 2004also stressed conceptual learning, helping students to relate elements

of historical, social, and geographical knowledge.

Spatial knowledge

We use this categorytdescribe knowledge based on a spatial understanding,asuch
knowledge of locations, object structure, or geographical layout. Many training applications,
for exampl e, depend o an envinoementad kayowd and aabigalei t y
effectively through thatenvironment(Waller, Hunt, & Knapp, 1998 Mania, Troscianko,
Hawkes, and Chalmef2003 studied this type of knowledge ihdir study of how display

fidelity affected the memory of object locations within a \AS another examplethe
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AquaMOOSE 3D(Elliott et al., 2002 coupled conceptual knowledge of mathematics with
spatial knowlege through graphical representations of equations.

Knowledge of physicallybased phenomena

As a combination of conceptual and spatial knowledge, we propose this cdiegange of

the large number of VEs used specifically to help students understandapipyenomena.

The ScienceSpace applicatioffsalzman et al., 1996for example,allowed students to
explore molecular structures, investigate basic principles of physics, and experiment with
electrosatic fields through explorations within virtual space. With their educational
applications that allowed students to explore of the solar system, examine insect anatomy,
and inspect the shape of a volcano before and after eruption, Johnson, Moher, Ghggson

(2001 provided similar integrations of spatial representatanmd conceptual information.

What are the possible approaches for studying the potential value of educational VES?

A variety of approaches are availabier studying educational VEs, and the type of
approach will significantly affect how the results can be interpreted. For simplicity, we have
grouped the possibilities intdhree categories ecological evaluation with complete
applications, controlled experimentation ith complete applications, anaontrolled

experimentation with simplified learning tasks

a. Ecological evaluation with complete applications

For this typeof approach, complete applications are developed for a specific
educational purpose and evaluated wittie realworld setting in which theywre
intended to be used. Examples of previous projects that fall in this category include
the ScienceSpace applicatiof®alzman et al., 1996as well as the Qukorlds,
Cognitive Studies, and Virtual Ambients projectsdmpnson et al2001). Studying

the applications within the actual context of intended use could reveal additional
insights that might have been missed with highly controlled evaluations. By studying
how the application is used in a real learning environment, researchers may be able
to hypothesize which features of this particular application provide the greatest
educational value or which features detract from that value, providing a basis for

following research to test these hypotheddeswever, due to the specificity of the
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complete application, the findings will be less likely to generalize to other
applications.

. Controlled experimentation with complete applications

This type of approach also involves complete applications for supporting specific
learning goals, but evaluations are conducted through controlled experimentation.
Like ecological studies with complete applications, findings from studies in this
category may be difficult to generalize due to application specificity. Controlled
studies could also miss many qualitative observations gathered through application
use in a real setting. On the other hand, the increased level of experimental control
could make iteasier to scientifically test which features of the applicatiorst

influcencetheir effectiveness.

Controlled experimentation with simplified learning tasks

In this approach, rather than studying a complete application for a specific use, a
simplified application can be used for controlled evaluation of the effectiveness of a
certain set of features. Such an applicatiay target a simple, generic type of
learning activity instead of practicallearning topic. The memorization activity in

the study byBowman, Sowndararajan,Ragan, and Koppe(D. A. Bowman,
Sowndararajan, Ragan, & Kopper, 2D0&hich involved the sequential placement

of colored objects in specific locations within a grid, is an example of such a
simplified learning activityAnother example is the study ofworarious navigation
techniques affect various cognitive activities (including recollection, comprehension,
and synthesis of scene details and information presented in a virtual room) by
Zanbaka et al(2004). Due to the nature of such learning task, this type of
approach is not weluited for evaluations of application use in a real learning
sdting. The advantagef such an approach, however, is that the experimental
findings with this simplified learning activity will be more likely to apply to a greater
variety of real applications. Thus, the abstraction of the learning task provides
generalizability. This is higlgl desirable for cases, such as ours, where the

researchers hope to generalize a set of design principles based on the evaluation.
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What are the proposed reasons for why VEs could be beneficial for learning?

For our next step, with our focus on factual amhaeptual learning, we consider the
possible reasons why VEs could provide educational value. With our approach of controlled
experimentatiomusingsimplified learning tasks, it will be possible to evaluate the validity of
these reasons for the selectepety of learning. Based on our review of the literature, we
describe the most commonly proposed reasons why VEs could be beneficial for learning.
We note that this is na@n exhaustivdist, but ratheran overview ofthe possible reasons

why VEs could proveuseful for education. For these reasons, our work will focus on
navigation (as a component of interactivity) and the use of space, as they are closely related

concepts.

a. Interactivity
Interactivity is a commonly suggested reason why VEs could be advansaf
learning(e.g.,Dede et al., 1996€C. D. Wickens, 199 VEs can potentially support a
wide variety of types of interaction. Navigation allows learners to view the
envirorment from multiple perspectiveand affects the order and duratioratth
objects and scenes are viewédkganizational types of interactivity could allow
users to create or modify external representations of information in a way that is
more meaningful to them. Similarly, annotation could allow learners to supplement
their ovn notes within the environment to help them organize or remember key
concepts. Additionally, interactive objects could help users to further understand
object functionality and purpose. Or, rather than objects functioning individually,
inter-object funcionalities could allow users to learn how different objects relate or

work together as part of a system.

b. Engagement
It has been suggested that VEs can provide a more interesting means of learning than
more traditional forms of instructioSalzman et al., 1996 While this could be
attributed to the novelty of the experience, learning sessions could also be more

engaging due to their interactivity or unidfieems ofpresentation

c. Active learning
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Another commonly proposed reason why VEs could provide educational value is
that VEs can serve as a vehicle for active learning. Active learning involves doing
activities, rather than simply observing examples or listening to lec{tiagk,
2003. It has been suggested that educational VEs can help provide more
meaningful, memorable learning experien¢es., C. D. Wickens, 1992Winn &
Jackson, 1999 This reasoning is closely related to the proposed benefits of

interactivity and engagement.

. Collaboration and social learning

Many applications have touted the collaborative benefits of learning in VEs. Virtual
agents maye used to guide students along, providing social context for sgivas

done in the Virtual PlaygrounfRoussouet al., 2000 andJ ohnson and Ri
(1997 procedural training application. Alternatively, many applicatials® support

learning with other real useras was done ithe River City scenari¢Dede et al.,

2009, Di c(&0@9ysocsgal environment for learning business concepitslthe

NICE gardenRoussos et al., 1999

. Multiple representations of concepts

VEs can provide opportunities for studentsleéarn concepts through unique and
varied types of representations. Rostance, instead of representing mathematical
fractions only as numerical symbols or static graphics, the interactivity of the Virtual
Playground(Roussou et al., 2006rovides students with a unique application of
fractions in a familiar context. As another example, the NICE applic@Ronssos

et al, 1999 allows students to learn about ecosystems through multiple
representations (interactive sewand gardeftare activities). The QuickWorld#\.
Johnson et al., 20Q0project was also based ¢ime idea of providing supplemental

visualizations to help students learn with additional representations

Use of space
It has also been suggested that virtualcepeould be used to support learning.
Supporting practically unlimited storage, virtual spaces can hold and organize large

volumes of informatior(Robertson et al., 1993The MaxwellWorld application of
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the ScienceSpace projg&alzman, Dede, Loftin, & Chen, 199%9hich was shown

to provide significantly stronger conceptual understandings of electrostatic fields

compared to more traditional instructional methods, allowed students to learn these
concepts through interactive explorations within virtual space. The researchers
believed tlat these benefits could be attributed to the ability to manipulate view

perspectives or frames of reference within space.

Additionally, the Healthinfo Island and the Virtual Neurological Education Center
(Boulos et al., 2007environments provide locational contexts for learning different
kinds ofinformation. Studies have found evidentigt spatial indexing can be used

to help recall informatiorn(e.g., Hess et al., 1999Richardson & Spivey, 2000
Further, in our previous study with the memorization task involving the placement of
colored, geometric solids at specific locations agrid, wehypothesizethat the
learning improvements gained with more immersive display features were due to
better spatial understanding of the scébeA. Bowman et al., 200Ragan et al.,

2010. These results suggest that VEs can help learners to use spatial strategies to

improve their learning.

Based on the reasom selected what are the primary factors that could influence the
effectiveness of educational VESs?

Finally, after narrowing down the major possible topics for investigation of educational
VEs, it is necessary to consider the various factors that could influence the effectiveness of
the proposed benefits. Here, based on our research focus, we desEiiventry factors

that wehypothesizecould affect navigation and the use of space. Note that this is not an
exhaustive list of all related factors, as many other issues could also potentially influence the
effectiveness of VEs. We provide the followingtars aslearexamples that are relevant to

our work.

a. Organizational issues
Factors in this category are related to how learners perceive orderings and spatial
groupings. For example, the order and duration of exposure to different items within

a VE couldinfluence the effectiveness of anformation presentation. Similarly,
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though objects may be grouped in many different ways, different learners may prefer
different groupings. These individual preferences and the variety of possible
organizations could cinly affect how users make use of space when learning in a
VE. The concept of layout complexity could also be considered as an organizational
issue, as it is related to how items are distributed in space; however, in our
investigation of layout completi, we note that we are focusing on hmformation
locations are distributed, but not on how different informational elements are

presented in relation to other pieces of information.

Representation

How information is representedundoubtedly affects howt iis perceived and
interpreted. For example, information could be presented through text, numbers,
static imagery, 3D models, or animated scenes. Additionally, the effectiveness of
these representations could depend on their sizethesr proximity to otler
representations. Many other issues could be included as representationHesues.
visual representationsreaappropriate color choices used to support perception?
information is represented as texg formal or informal language used? Is
information presented within bulleted lists or encapsulated within a detailed
narrative? Is numeric data represented through numeric symbols or through graphs?
These are just a few of the many representation factors that could influence the
effectiveness of our iofmation presentations, but we are not focusing on these
issuesin our researchOur learning activities are based on visual representations

involving both text and imagery.

VE Fidelity

The fidelity of a VE refers to its realism as compared with the equivalent experience
in the real world. Multiple factors affect the overall perception of realism. As
explained earlier, spatial fidelity, which involves the perception of the virtual space
and the interaction within that space, is affected greatly by visual display fidelity and
navigational interaction fidelitylnteraction fidelity refers to the degree that the
technique used to interact in the VE matches thewedd interaction method #t

would be used iran equivalenteatworld scenario. For example, if the scenario

46



involves walking across the street, physical walking will provide a higher level of
interaction fidelity than using a joystick to control navigation; however, if the gask i
to pilot an aircraft, then joystick interaction would be expected to offer higher
interaction fidelity than using physical walking to control the aircrBfisplay
fidelity refers to realism of the sensory stimuli provided by the N&. example
displayfidelity could be improved by increasing display resolution, supporting 3D,
surroundsound rathethanproviding audio through a single sourcebgrincreasing

the field of view ofav i s u a | di spl ay. Finally, a VEOs
reaism of behaviors within the virtual world. For instance, the realism of the
artificial intelligence for virtual characters or how realistically objects obey the laws
of physics could affect thisimulation fidelity For our investigation, we are not

including any evaluation of the effects of simulation fidelity on learning.

. Level of Interactivity

In addition to the fidelity of interaction techniques, other design factors of
interactivity could influence the effectiveness of VEs. Departing from the issue of
realism, VEs havehk potential to vary the functionality of interactive features in
interesting and unrealistic ways. One of these design decisions of particular interest
for our work involves the level of control given to users. For example, the level of
navigational control (i.e., whether view control is automatic or fadigtrolled) will

affect how users experience the content of the VE.

. Number of users

System effectiveness could depend on how many users are using e \fife.
Multi-user environmats could createopportunities for additional learning strategies
that may not be possible for a single user. In docated environment, multiple
users could work within the same physical space, affigdiow that space is
perceived and used. Our resémixonly focusing on singlaser VEs.
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f. Individual differences
People are different. As a few examples, individuals can have different preferences,
physical sizes, previous experiences, beliefs,cagphitive capabilities. Any of these
differences can adct howmuch any single user will benefit from an educational

VE. Individual differences can also greatly affect the influence of other factors.

g. Knowledge domain
In addition to the type of knowledge being learned, the domain or discipline of that
knowledge could affect the effectiveness of the proposed benefits. It could be that
learners are more likely to use different strategies for learning material from different
domains. Thus, results could vary depending on the learning topic (e.g.,

mathematics, litature, history, language, or biology).
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Refining Questions

Our Research

What types of learning do educational VEs support?

Procedural knowledge

Factual knowledge

Conceptual knowledge

Spatial knowledge

Knowledge of physicalhpased phenomena

=a == 3 3 —a

Ourresearch is primarily interested
with learning facts and
understanding relationships betweg
different informational elements.

What are the possible approaches for studying the
potential value of educational VEs?

1 Ecological evaluation (complete applicat)o

1 Controlled experimentation (complete application

#* Controlled experimentation (simplified learning
task)

Controlled experimentation with a
variety of learning tasks will help us
generalize a set of design guideline
which we will refine with the help o}
our case study.

What are the proposed reasons for why VEs could be
beneficial for learning?

Interactivity

Engagement

Active learning

Collaborative and social learning
Multiple representations of concepts
Use of space

*
1
1
1
T
*

We are focusing on studying the us
of space to support spatial strategis
for learning factual and conceptual
information. We are also studying
navigation, a form of interactivity, a|
it is closely related to the use of
space.

Based on the selected reassywhat are the primary
factors that could influence the effectiveness of
educational VEs?

Organizational issues
Representation

VE fidelity

Level of interactivity
Number of users
Individual differences
Knowledge domain

é

== —a == 3 2 == 3

Our work will focus on investigating
spatial fidelity, the level of
navigational interactivity, and layouy
complexity, but this will not amount
to extensive investigations of all
issues related to information
organization, VE fidelity, or other
forms of interactivity not related to
view control.

Table2. Summary of the problem space. This tadsplainsof how our researcfits within the larger bodyf research

in educational VESStarred items in the left column indicate items related to our research approach.
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4  Experiment sl and Il: Supporting Memorization and
Problem Solving with Spatial Information Presentations

4.1 Summary

We began our research by evaingfperformance on cognitive tasks and studied the strategies that
learners employ when provided with spatial presentati®us first two experiments investigate
whether users can take advantage of a spatial information presentation to improve performance on
cognitive processing activitiesThis work is reported ina Virtual Reality journal publication
(Ragan, Bowman, & Huber, 20L2n both experiments, information was praged either directly

in front of the participant or wrapped around the participant along the walls of a surround display.
In our first experiment, we found that the spatial presentation caused better performance on a
memorization and recall task. To intigate how learners use spatial information presentations in
higherlevel cognitive activities, our second experiment employed a plikeléask that required
problem solving using the presented information. The results indicate that no performance
improvements or mental workload reductions were gained from the spatial presentation method
compared to a nespatial layout for our problefsolving taskThe results of these two experiments
suggest that supplemental spatial information afé&ct mental strategies asdpport performance
improvements for cognitive processing and learsbaged activitiesHowevey the effectivenes®f

spatial presentationis dependent on the nature of the task and a meaningful use of @pdaeay

requirepractice with spatial strategies

4.2 Experiment |: Supporting Memorization with Spatial Information
Presentations

4.2.1 Goals

In our previous worKRagan et al., 2030we found that conditions offering higher levels of visual
fidelity supported better performance on a procedure memorization task. We hypothesized that
participants were able tmore effectively take advantage of spatial organization strategies to
improve the effectiveness of their memorization strategiesyybutere unable to test this claim. A
greater understanding of these results is important for applying the lessons leadssigning

effective educational VEs.

50



In the first presented experiment, we follow up on this earlier work by investigating whether or not
the performance improvements for a sequence memorization task could be attributed to spatial cues
and memorizationstrategies. The experiment was designed to investigate whether spatial
information layouts could be used to support more efficient memorization of information. Closely
related to the idea of using spatial locations to aid learning is the issue ehkoenmental details
influence perception of space and the ability to use spatial mapping stralegairess this issue,

we also tested how the presence of landmarks affected performance with spatial -apdtiabn
distributions of information Lastly, beausespatial perception is influenced ljsplay factors

contributing to visual fidelitywe also varied field of view (FOV).

4.2.2 Hypotheses

We hypothesized that providing greater support for spatial memorization strategies would result in
better performancér sequence memorization. Weypothesizedhat information presented in a

highly spatial layout would allow better performance than aspatialdistribution

Further, based on the results of past stufiiesA. Bowman et al., 2009Sowndararajan et al.,
2008, we hypothesizedthat a display that offers a greater FOV would better support spatial
memorization strategies. Prior studies have shown that higher FOVs can positively affect both
memorization(Lin, Duh, AbiRached, Parker, & lii, 2002and spatial learningMcCreary &
Williges, 1999. We hypothesized that users would achieve greater performance when provided a
higher FOV with a spatial presentation and that FOV would not make a difference with the non

spatial presentation.

Additionally, we hypothesized that spatial information presentation would more strongly support
participants' memorization strategies if the enwinent afforded clear landmarks that could be
associated with the steps of the sequence. Similar to the method of loci, in which memorization is
aided by associating information with locatidiYates, 1973 we expected that performance would

improve for the spatial presentation if landmarks and perspective cues were provided.
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Figure6. Examples of two cards used in Experiment |.

4.2.3 Task

In this study participants memorized a sequence of colored objects and an associated number. The
objects were common 2D shapes (square, circle, triangle, cross, and star) and the numbers were
whole numbers ranging from zero through nine. The shapes were colored egdelitw, green,

or black. For each step of the sequence, partigpagrte shown both the object and the associated
number together on a card imagedFigure6). A sequence contained seven cards. Each card was
displayed for six seconds before it was removed and the card image for the next step was displayed.
Only one card was shown at a time. Participants were asked to memorize the sequence of colors,
shapes, and mobers in order. Thus, the two steps for the corresponding sample cards shown in
Figure6 would be:

Step 1: blue, circle, 2

Step 2: yellow, cross, 5
The cards were peented inside a fo’c r een CAVEE projection dis|
Electronome CRT projectors with each rpanjected wall measuring 10" wide and 9' high and a
front-projected floor measuring 10’ by 10'. The images were rendered with 3D perspecivieutue
no stereoscopy or head tracking was enabled. After viewing the sequence twice, participants were
asked to step out of the CAVE environment and were seated in a chair facing away from the display
system Participans werethen asked to verbally state the color, shape, and number for each step of

the sequence.

Performance was evaluated based on accuracy and time taken to report the sequence. Accuracy was
scored by counting the number of correct components (color, shapenber) for each step of the
sequence. One point was awarded for each correct component given for a step in the sequence.

Because each step had three possible components and the sequence had seven steps, the highes
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possible score was 21. Zero was the letygossible accuracy score. For simplicity and fairness
across conditions, this scoring scheme did not adjust for special circumstances, such as when a

missed step in the sequence might shift the subsequent card components.

[
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Figure7. For the spatial presentation condition, each card of the sequence was displayed in a different location across

three projection walls, one card at a time. For thespatiallayout every card was displayed at position four.

4.2.4 Experimental Design

To test our hypotheses, we controlled three independent variables: presentation layout, presence of
landmarks, and FOV. Presentation layout was controlled as a betwigets variable; each
participant memorized an information sequence displayed in eitteatial or a nospatial
presentation layout on the screens of the CAVE. In thespatial presentation condition, each card

was displayed in the same location on the front wall, directly in frorthefparticipant(this
corresponds to the number foursfimn in Figure7). The spatial presentation condition showed the
cards across the left, front, and right walls surrounding the participant. Faotidgion, the first

card started on the left projection wall, with subsequent cards wrapping around to the front and right
walls (seeFigure?). Reall that only one card was visible at a time in both conditions.

We tested the effects of landmarks by varying the background on which the cards were projected.
The landmark environment condition contained a semicircle of pillars on a checkered groend plan
(seeFigure8). This environment was displayed over the three walls and the floor of the CAVE so
that the participant was surrounded by the pillare complementary condition displayed an empty
environment, in which the pillars and ground plane were not shown. Environment background was
a betweersubjects condition, so that each participant viewed all trials with either the landmark

background or thempty background.
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We controlled FOV using a within subjects design so that each participant completed two trials with
low FOV and two with high FOV (in randomly determined combinations). We considered
performance differences when participants had a dulinhibited FOV compared to trials which
limited FOV to 60 degrees of horizontal viewing range. For the low FOV conditions, participants
wore goggles that served as physical blinders to limit FOV. For the high FOV conditions,
participants wore clear lab ggles having no or negligible effect on FONgure 9 shows the

glasses used for the experiment.

Figure8. In the landmark mvironment, the cards appeared on top of pillars in a checkered environment.

Figure9. The glasses on the left limited FOV to 60 degrees, while the control gtastesright did not reduce FOV

4.2.5 Procedure

Before completing any trials, participants were introduced to the CAVE system. Participants then
completed a cube comparison test of spatial ability ftbeKit of FactorReferenced Cognitive
Tests (1976 Edition) so that we could later test for any @iioels of performance to spatial

aptitude.
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Each trial consisted of viewing the entire card sequence twice and then verbally reporting the
remembered sequence outside the CAVE. Each participant first completed a practice trial with five
cards. In order toaount for issues with color blindness participants, were then tested on the ability
to distinguish between the colors used in the cards. Participants then completed four trials (two
trials with each FOV) with sequences of seven cards. Because preselagtion was varied
between subjects, each participant viewed all sequences (including the practice trial) either with the
spatial wrap presentation or with the rgpatial, straightthead presentation. Participants were
encouraged to rest and relax betweéeals and were required to take a break for at least three
minutes after the first two trials in an effort to reduce any effects of mental fatigue or interference
among the different sequences.

After completing the trials, we interviewed participantsutltbe strategies used in performing the

experimental task.

Study approval documents and questionnaires for Experimeniniciuded in appendix A

4.2.6 Participants

Thirty-two university students and staff members participated in the study. An equal number of
male and female participants volunteered and gender was balanced across conditions. Participant
ages ranged from 18 to 57 with a median age of 20. We distributed participants across conditions by

age as well as possible to limit potential confoundingcésfef age.

4.2.7 Results and Discussion

We analyzed the effects of presentation layout, FOV, and background environment on task
performance outcomes and strategies employed. Additionally, we tested for correlations with spatial

ability.

i Performance Outcomes

To analyze the effects of our independent variables on scores and times, we performed-a mixed
design ANOVA with FOV as the withisubject factor and considered presentation layout and
presence of background landmarks as betvgedects variables. There wassignificant main

effect of presentation layout on scores with F(1, 28) = 4.43, p < 0.05. A comparison of these means
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can beseen inFigure 10. As hypothesized, scores with the spatial presentation (M = 14.50, SD =
2.18) were significantly better than scores with the-gipatial presentation (M = 12.21, SD = 4.16
Figure 10 shows means and standard errors of the means for conditions. Estimates for effect sizes
and test power arpresented immable 3. No significant effect of presentation was found for time,

F(1, 28) = 0.30, with M = 57.45 and SD = 22.86 for spatial and M = 54.13 and SD = 18.65-for non
spatial presentations.

No significan differences in times or scores were found for FOV, with F(1, 28) = 2.09 for score and
F(1, 28) = 0.48 for time. There were also no significant interactions between FOV and presentation
layout, with F(1, 28) = 0.28 for score and F(1, 28) = 2.67 for tiMereject our hypothesis that an
increased FOV improves performance for a spatial presentation.

While we expected that participants would be able to use a background environment and its
landmarks to aid memory, the presence of such a background had ifecagigreffect on
performance, with F(1, 28) = 0.40 for score and F(1, 28) = 0.20 for time. Several participants even
commented that they found the background environment to be distracting and made it difficult to
record mental visualizations of the catdemselves. A similar effect was observed in a merobry
location experiment by Jones and Dum@enes & Dumais, 1986in which it was noted that

landmaks may have only cluttered the reference space.

Because there were no significant interactions between the presence of landmarks and presentation
style, with F(1, 28) = 2.22 for scores and F(1, 28) = 0.07 for time, we reject our hypothesis that

presence ofandmarks improves performance for spatial presentations.
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Mean Memory Scores for Experiment |

16
14 / —e— Spatial

-
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With Landmarks Empty

Landmarks

Figure10. Means for memory scores from Experimenmtith error bars for standard error of the me8oores were

significantly higher with thepatial presentation style.

Cohe
d
Presentation 4.426 0.045 0.669 0.136 0.528
Landmarks 1.690 0.204 0.353 0.057 0.241

FOV 2.12 0.156 0.237 0.070 0.291

Variable F p d,’ Power

Table3. Additional test details for variable effects on memory scoreBxperiment |. Effect sizes and power were

calculated using alpha = 0.05.

il Spatial Ability

We also conducted a twailed Spearman correlation test of the recall accuracy scores with the
scores from the cube comparison test of spatial ability for both thgals@nd norspatial
presentation methods. For participants with the-spatial presentation, we found a significant
correlation between spati al ability scores an
significant correlation was found betweescall scores and spatial ability scores for the spatial
presentation conditions (3 = 0.14 and p = 0.2
higher spatial aptitudes had some advantage in the memorization task with $atiahdisplay;

however, this advantage was eliminated with the spatial presentation. Additional spatial cues
enabled participants to compensate for lower spatial cognitive abilities (similar results have also
been observed in previous studies, €.4.,Quarles, S. Lampotang, I. Fischler, P. Fishwick, & B.

Lok, 2009. Combining this analysiwith the significant score improvements gained with the spatial
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presentation, it suggests that the spatial presentation supported performance improvements

regardless of individual spatial aptitude.

We also calculated potttiserial correlations of scoremd times with gender for both spatial and

nonspatial conditions, finding no significant correlations.

iii Memorization and Recall Strategies

Based on the posest interview responses, we conclude that the additional spatial cues provided in
the spatial preentation did not cause participants to completely change their memorization
strategies; rather, it seems that participants used the additional spatial information to supplement
other strategies. Participants used whatever strategies were most natinr@antgetg., mental
visualization snapshots, repetition, or the creation of patterns) with the mapping of pieces of
information to locations in space helping to reinforce these strategies. We analyzed the responses
from our interviews in order to categoritee general types of strategies used for the memorization

task.

Participants reported using multiple types of strategies or relying on different types of memory cues
simultaneously to aid memorization and recall. The most commonly reported strategidednclu
visualizing the cards and/or their locations on the screens, verbally repeating pieces of information,
and finding patterns or relationships among the numbers, shapes, or colors of multiple cards. Other
reported strategies included associating cardrimétion with other familiar, reatorld objects
(reported by eight participants) and using physical motions or gestures as memory aids (reported by
three participants). Focusing on the most commonly reported strategy categories, provides
breakdowns of repted strategies for the spatial and +spatial conditions, as well as for the
landmark and néandmark conditions. Most notably, these tallies show that a visualization strategy
was most often employed when a spatial presentation was kiggeole 11 shows a graphical

comparison of the common strategies used for the two presentation styles

We tested for effects of landmarks and presentation stylésaalization strategy with a threeay
loglinear analysis, which produced a final model that retained all effects. The likelihood ratio of this
model 2@as0 aad p = 1. This indicated that the higkmsier interaction (between
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presentation, landmask, and visualization &(r=-alB46gagdp <wa s ¢

0.001.

Strategy Total Spatial Landmarks
Yes No Yes No
Visualization 19 14 5 9 10
Repetition 19 8 11 8 11
Patterns/Relationships 17 10 7 7 10

Table4. Common strategies used by the participants for the memorization task in Experiment |, broken down by the

variables for presentation type and presence of landmarks. Most participants reported using multiple strategies.

Strategy Usage by Presentation Style

16
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E 6 ® Spatial
o
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0 !

Visualization Rehearsal Patterns
Strategy Type

Figurell Common participant strategies by presentation style. Significantly more participants used visualization

strategies with spatial presentations.

By looking atFigure 11, it is apparent that, overall, participants used visualization strategies more
with spatial presentations than with rgpatial presentations. The real difference, however, was
between spatial and napatial presentations with landmarkegent.With landmarks present, all
participants employed visualization strategies in the spatial presentation conditions, but participants
never employed visualization strategies with the-gpatial presentatiofsee Figure 12). With
landmarks present, odds ratios indicated that participants were 289 times more likely to use
visualization strategies with spatial presentations than withspatial presentations, asmpared

with empty VEs without landmarks, for which odds ratio indicated that participants were no more
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likely (a ratio of 1.0) to use visualization strategies with spatial presentations than wiaspatc

presentations.

Frequency of Visualization Strategy Usage

0.6

m Non-Spatial
m Spatial

0

Percentage of Participants

Empty Landmarks

Figure12. Breakdown of visualization strategy usage by presentation and landiflagks.was a significant interaction
between landmarks and presentation style of conditions on the use of visualization learning strategies. With landmarks
present, all partipants employed visualization strategies in the spatial presentation conditions, but participants never

employed visualization strategies with the rapatial presentation.

4.2.8 Discussion

The resultsof Experiment Isupportthe hypothesis that a spatial information presentatan

improve memorization performance for accuracy (but not recall time). This supports the explanation
for the results of our previous stud®. A. Bowman et al., 2009 in which we suspected that
increased visual fidelity of a virtual environment causigphificant performance improvements for

a memorization activity due to the enhanced spatial cues. Based on the results of -test post
interviews, wehypothesizehat the additional spatial cues provided in the spatial presentation did
not cause particgnts to completely change their memorization strategies; rather, it seems that
participants used the additional spatial information to supplement other strategies. Participants used
whatever strategies were most natural to them (e.g., mental visualigaipshots, repetition, or

the creation of patterns) with the mapping of pieces of information to locations in space helping to

reinforce these strategies.

Based on the combined results of Experiment | @ndA. Bowman et al., 2009 we hypothesize

that increasing spatial cues with spatial organizatioentianced visual stimuli could improve the

effectiveness of at least some learAbagsed applications. The impact of such enhancements,
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however, depends on the task and learning environment. For example, FOV had no effect on
performance in Experiment |, whian increased FOV improved performance on the procedure

memorization task of our earlier stu. A. Bowman et al., 2009

4.3 Experiment Il: Supporting Problem Solving with Spatial Information
Presentations

Focusing on the presentation methotlg tesults of Experiment | show that salapresentatins
can not only affect performance in cognitive tasks, but also the strategies used to complete the tasks.
Because these effects were observed for a specific and relatively simplistic type of memorization

task, we decided to perform a follow up experimeith a more complex probleisolving task.

4.3.1 Introduction

Because knowledge and recollection of facts form a foundational stage of the learning process
(Bloom et al., 1956Krathwohl, 2002, the results of Experiment | support the idea that the added
benefits of a spatial displagould hold forlearningactivities providing astrong foundation for
studying learning in VEs. Experiment | showeadttparticipants performed better with the spatial
presentation method, supporting our hypothesis that spatial techniques can be used to support more
efficient memorization of procedures; however, it is still unknown whether or not the advantages of

a spatal display layout extend gend simple memorization tasks.

In our second experiment, we moved our investigation beyond memorization, studying the effects
of spatial presentation for a cognitive processing task that requires the application of the learned
information to solving a problem. This higher level of cognitive processing can be viewed as a more

representative example of the type of processing exercised in an educational VE.

4.3.2 Hypotheses

As in Experiment |, we tested spatial and spatial informatiorpresentations. We hypothesized
that participants would be better able to organize and remember images with the spatial

presentation, thus improving performance.

In addition to task performance, we also considered strain on working memory, which cathaffec

ability to process informatio(Sweller, Merrienboer, & Paas, 199&imilar to the idea ofising
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external representations toffload mental processing into the worldNorman, 199} we
hypothesized that locations could be used offload organizational processing and ni¢msyye
predictedthat participats would experience lower mental workload with a spatial layout than with

the nonspatial representation.

4.3.3 Task

Rather than simply allowing participants to complete a task by memorizing the presented
information, as in Experiment I, Experiment Il requireattipants to discover new information

and use it to solve problems. Similar to Experimenthé purpose of this experiment was to
investigate whether spatial presentation affected performance for a task that did not inherently lend
itself to benefits fom a spatial distribution. To this end, we created a puzzle taskdblt be
presented on cards in either a spatial or-syatial presentationThe task involved coordinating
information from multiple items and required participants to refer bagkdoously vieweditems

to make sense of later itenBarticipants had to use relationships among separate items to deduce

new informational rules, which then had to be applied to different situations in the assessment.

To help explain the cards and taBlgure13 shows a sample set of five cards. Each card is divided
into a left area and a right area. The left area contains zero, one, or two squasnlitts or
patterns. The right area contains a gray circle on a vertical scale. The vertical position of the circle
is determined by what symbol blocks are included on the left. Different symbol blocks correspond
to different positive or negative valudsat will cause the circle to appear in a higher or lower
position on the card. The goal of the task is to figure out the effect of each symbol block on the

vertical position of the circle.
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Figurel13. Examples of cards ggesented in Experiment 2. In each card, the position of the circle is determined by

what symbol blocks are present in the left area.
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For instanceFigure 13 shows a sample set of cards as they might be presented in order, one at a
time, starting from the left. The leftmost card shows that the circle is in the middle of the scale when
no symbol bbck is present. In the second card from the lefeigure 13, the circle is in a higher
position on the card because of the inclusion of the whitdglyivlock. Specifically, the position
increases by three ticks on the vertical scale, so the corresponding value is +3. On the third card, the
circle is even higher with both a white block and a black block. Because we know the effect of the
white block abne, it is possible to figure out the effect of the black block (the black block also
corresponds to higher placement, changing the circle's position by +2). The fourth card from the left
shows two new blocks: a striped block and a smiley face block. Weemthat these cards cause

the circle to have a low position on the card, but we cannot determine the exact magnitude of the
corresponding values for either block. The fifth card shows the effect of a striped block and a black
block together. If we remeler the effect of black block, it is now possible to determine the effect

of the striped block. In this case, because the black block causes the circle's position to move +2
units, we can figure out that the striped block causes the circle to #haaevenents, explaining

why the circle is at the2 position on the fifth card. By similar logic, if we also remember the
previous card with a striped block and a smiley face block, it is now possible to figure out the effect

of the smiley face block1).

Each tial contained seven cards with different symbols or patterns used for the blocks in each set.
That is, no symbol block was reused in multiple sequences. Every card set contained six unique
symbol blocks geeFigure14). Of the seven cards in every sequence, two cards contained only one
symbol block and four cards contained two blocks. The first card in every sequence was always the
card with no symbdblocks and the circle in the middle of the card (the leftmost cafthafe13).

Before participants started the trials, the card set showigure13 was used to explain the cards
and how to use the information from multiple cards to figure out the effects of all of the symbol
blocks. For this faniliarization task, participants were not explicitly told that blocks corresponded to

numeric values and a script was used to prevent any hints from being provided in the explanation.

The task was designed to study the effects of a spatial informatieenfatsn on a task involving
higher levels of cognitive processing than those tested in Experiment I. The task required critical

thinking in order to figure out the relationships between individual symbol blocks and their effects
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on the position of the afe. Participants had to remember pieces of the presented information and
relate their meanings to other presented information. They then had to use these relationships to

deduce new informational rules, which they had to apply to different situatiams assessment.

Immediately after viewing a sequence of cards twice, participants were tested on their
understanding of the effects of the symbol blocks. For this evaluation, participants were presented
with cards similar to the previously viewed cards. Ekaluation cards, however, did not already
have a circle in place on the scale. Participants used a graphical computer application to place the
circle in the appropriate position for each card, using a standard optical mouse to click the intended
positiors. This evaluation was performed for two sets of six cards. In the first set of cards, each card
contained a single, unique symbol block. This set of cards tested the ability to figure out the
individual effects of the symbol blocks. Cards in the secohdm#ained pairs of blocks, with five

of the six cards showing combinations not shown in the previously viewed sequence. This set of

cards tested the ability to apply the learned block effects to solve new problems.

Performance was scored based on tinting evaluation and summing errors. Completion time
measured the amount of time it took to place all the circles in each card set and then click the
Adoneo button. The error for each card was ¢
between the coect circle position and the guessed position, with each unit on the scale having a

value of one.

We asked participants to rate mental workload using the NASA TLX ¢ed & Staveland,
1988, astandardized test for measuring perceived workl®adticipants used the software version
of the TLX assessment. Both the circle placement evaluation and the TLX workload evaluation

werecompleted at a desk next to, but not facing, the CAVE.
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Figurel14. Symbol blocks used in the four card sets of Experiment Il. Each card set was composed of one card with no

=

symbol block, two cards with only one symbol block infeaand four cards with two symbol blocks in each.
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4.3.4 Card Set Validity Test

We conducted preliminary testing with different card orders and various types of symbols and
patterns in order to develop four card sequences believed to be of approximately déigudly dif

We then conducted a validity test of the four sequences to assess any differences in perceived
difficulty. For this test, five participants viewed the sequences and completed a circle placement
evaluation for a set of six cards, each with a sirgyimbol block. Upon completion of each
evaluation, participants were asked to rate the task difficulty on a scale of one to ten, with a rating
of ten indicating a very difficult or challenging activity. The results (summarize@ialvie 5)
revealed that the largest difference in mean ratings between any two card sets was 0.8. While
participants felt that certain card sets were more or less difficultatiens, these differences were

not consistent for any particular set. We felt that the results did not show any clear differences in
difficulty. Responses in posést interviews indicate that the differences in difficulties among sets
were primarily attfuted to individual preferences of the block symbols uSssded on these

results, the four sets were considered to be at an approximately equal level of difficulty.

Mean Range SD
Set A 6.80 5 1.92
SetB 7.60 6 2.19
SetC 7.40 2 0.89
SetD 7.20 4 1.64

Table5. Perceived levels of difficulty of the four card sets used for the trials based on validigspng

4.3.5 Experimental Design

Four unique card sequences were used for the trials. The orderings were balanced using a Latin
square design. The spatial and +spatial presentation conditions were controlled within subjects,
alternated between trials. Because the Latin square for card sets yielded four possible orderings that
could be done in two ways due to alternating presentanethods, eight distinct orderings were

possible from the 2x4 design.

4.3.6 Participants

Twenty-four university students participated in this experiment (ten were female and balanced

across conditions as well as possible). In order to decrease variabgéyfafmance differences for
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our problemsolving task, participation was limited to engineering students between the ages of 18
and 22.

4.3.7 Procedure

Before beginning, participants first completed a brief questionnaire providing simple background
and demograpb information. Participants were then walked through the familiarization task using
paper cards with the card set shown Figure 13 (as explained inthe Task section). The
experimenter read the explanation from a script, asked participants if they understood, and reread
sections of the script to help clarify any misinterpretations. Participants were then introduced to the
CAVE and the familiarizationexjuence was displayed according to both the spatial andpatial
methods (order of these presentations was randomized for this familiarization). Participants were
then trained in the use of the card evaluation tool. Finally, the experimenter explagmed t
dimensions of the NASA TLX and trained participants on the use of the workdtiag

application.

Participants then completed four trials. For each trial, participants were first shown the set of all
possible symbol blocks that would be used in thausece. The sequence of seven cards was

presented twice, with each card displayed for six seconds.

After viewing the sequence in the CAVE, participants immediately walked over to a nearby desk to
complete the evaluation tasks. Participants first complétectitcle placement evaluation for six
cards, each with a single symbol block. Next participants completed the same task for six more
cards with two symbol blocks each. Participants then provided workload ratings for the NASA TLX

workload evaluation.

The «perimenter encouraged participants to rest and take breaks between trials to reduce any
effects of fatigue. Participants were required to take a brief tavathreeminute break after
completing the first two trials. After completing the four trials ahelirt evaluations, participants
completed the dimension comparison task for collecting the NASA TLX dimension weights. Lastly,
participants completed an exit interview about strategies used, opinions of task difficulties, and
differences between conditioasd card sets.

Study approval documents and questionnaires for Experimentiicduded in appendix B

66



4.3.8 Results and Discussion

We did not find a significant difference between spatial (M = 9.39, SD = 6.93) arspatal (M =

8.31, SD = 5.82) presentations for single block errors, with F(1, 88) = 0.75. We found a significant
main effect of card set for the single block error8, B8) = 4.25, p < 0.05. A pekbc, Bonferrori
corrected Tukey HSD analysis revealed that card set D (M = 12.33, SD = 7.04) was significantly
different from card set B (M = 6.29, SD = 5.43) at the p = 0.05 level,dwt0.97.

No significant difference as found between spatial (M = 14.81, SD = 6.97) andspatial (M =

13.69, SD = 8.27) presentations for double block errors, with F(1, 88) = 0.64. There was a
significant main effect of card set for errors of the double block assessment with F(3, 88)an®.

p < 0.0001. A poshoc, Bonferronicorrected Tukey HSD analyses at the p = 0.05 level showed
card set D (M = 19.71, SD = 7.46) was significantly different from set B (M = 10.50, SD = 6.53),
with d = 1.2, and that set D was also significantly difiet from and set C (M = 11.38, SD = 6.72),
withd = 1.17

No significant main effects due to presentation, with F(1, 88) = 0.01, or card set, with F(3, 88) =
1.29, were found in completion times for sinfleck assessments. Similarly, no significant main
effects due to presentation, with F(1, 88) = 0.25, or card set, with F(3, 88) = 0.55, were found in
completion times for doublblock assessments, and no significant differencesverall mental
workload were found due to either presentation, with F()1,=88.37, or card set, with F(3, 88) =
1.96.

We also conducted separatepeateemeasures onway ANOVA tests on the effects of
presentation mode on each of the workload dimensions from the NASA WeXfound no
significant effects for mental demand (F&B) = 0.396), physical demand (all participants reported
zero ratings for this dimension), temporal demahR¢lL,(23) = 0.074 performance K(1, 23) =
0.003, or frustration F(1, 23) = 0.00b There was a significant main effect of presentation on the
effort dimension, withH=(1, 23) = 5.097, p = 0.034ndCohen's d = 0.224The spatial presentation

did have significantly lower mental workload scores for effort, with M = 158.875 and SD = 81.395,
as compared to the napatial presentation, with M = 177.384d SD = 83.646\Noting the small
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effect sizeof d = 0.224 this provides little evidence towards our hypothdbit the spatial
presentation would have reduced mental workload over the stedightl presentation made

Because we found no differencesaverall mentalworkload, times, or errors between the spatial

and nonspatial conditions, we reject the hypotheses that the spatial information presentation
supports improved performance and lower workload for the task. foMnd no significant
interactions between presentation and card set for any of the metrics. We also tested for order
effects using a onway, nonparametric ANOVA (Wilcoxon signedank test) at p < 0.05. No

significant order effects were found for anytioé metrics.

Additionally, despite our efforts to develop card sets of equal difficulty, the significant differences
between card sets indicate that this was not the case. In general, the time and error results show that
card set D was harder than setari®gl C. It is believed that these differences are primarily the result

of differences in the ordering of cards with single and double blocks in the presentation sequences.
As an example, refer to the sample sequendaguire13. It is easy to imagine how the task would

be much more difficult if the second cardFegure 13 was presented at the fourth or fifth position

in the sequence, rather than at the second position.

Another possibility is that participants were better able to remember and associate the symbol
blocks of different sets. The blocks set D, for example, simply used alphabetic letters instead of
shapes or patterns (segurel4). While it is possible that performance resultsewsorse for set D

due to difficulties working with letters, based on a comparison of the sequencéénkhat it is

more likely that the differences can be attributed to the ordering of cards using single and double
symbol blocks within the sequencdsterestingly, while performance results for set D were
significantly different than B and C, opinions about the difficulty levels for the card sets generally
balanced based on the exit interviews. For example, of the 24 participants, seven repotted that t

sequence using set D was the easiest of the four sets, while seven felt it was the hardest.

4.4 General Discussion of Experiments | and I

While Experiment | revealed that recall accuracy was higher with a spatial information presentation
within a VE, the esults of Experiment Il do not support the hypothesis that the benefits extend to

more complicated learning activities. The task was designed to encourpgeblamsolving
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approach during the information presentation phase. Rather than have participplytsn®@morize

the presented information and then use that information to solve problems, the task required critical
thinking in order to deduce the relationships between individual blocks and their effects on the
position of the circle. Responses in ouit énterviews confirm that this was the approach that all
participants employed. It is possible that, although a spatial layout aids performance for simple
memorization, no advantage is gained for this type of critical thinking activity.

Another possibleexplanation is that practice and repetition are needed to learn how to take
advantage of additional spatial cues for improved performance. The memorizaiiyn of
Experiment Iprovided participants with a practice trial and followed a between subjesitnde
Thus, participants completed all trials under the same presentation condition. It could be that
practice and presentation consistency are necessary in ordevetmp a successful strategy for

taking advantage dhe spatiapresentation

Another ssue for consideration is the visuospatial nature of the predddrmg task in Experiment

Il. It has been theorized that humans possess two types of working memory: visuospatial and
phonological (Baddeley, 1998 The visuospatial memory store is used for images and spatial
information. Because the block and circle task involved a high amount of image processing and
analysis of spatial relationgds, it could have overloaded the visuospatial memory store. The
overloaded spatial memory would then be unable to take advantage of the additional organization
support offered by the spatial presentation. Past work by Wickens ar{@.Lih Wickens & Liu,

1988 suggests that information processing tasks can work in cooperation with each thlegr if

use different memory stores. In contrast to the problem solving activity, participants could rely
heavily on the phonological type of memory in the memorization task of the previous experiment.
Thus, the memorization task may have left significamtbre visuospatial memory available to take
advantage of the spatial organization of the waegund presentation method. Based on the
participants' descriptions of their strategies, we know that many used verbal encodings to remember
the symbol blocks; hogwer, we were unable to determine what mental processes or memory types
participants were using to organize and relate the pieces of information. A similar study using a
simpler criticalthinking task that is more verbal in nature could be used to furthiestigate this

explanation.
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An alternative explanation is the need for spatial location to serve as redundant coding of
information in order to provide any performance benefits. Past res@agchC. D. Wickens, Goh,
Helleberg, Horrey, & Talleur, 2003has shown benefits of redundant combinations of data
presentations. In Experiment I, as well as in other past studies finding benefits to spatial
presenttion (Hess et al., 1999spatial position was cpled with other information taid memory

In the problerrsolving task of Experiment Il, however, spatial locations were arbitrary and
meaningless. It may be worth investigating whether coding redundancy is necessary for
performance gains for memorizatitasks, and if spatial presentation offers benefits for problem

solving activities when location adds informational redundancy.

Our interviews revealed that participants were attempting to deduce either the approximate effects
or the exact associated valud@ghe symbol blocks in Experiment Il; however, because the symbol
blocks could appear in multiple cards, thenk that participants were not mapping these effects and
values to locations in space. The information that participants were struggling tobemead to

be deduced during the trials, and so it was not clearly presented in a spatial layout. As a result, the
spatial positions had little meaning in the task. This is clearly in contrast with Experiment I, in
which the information that participantgere trying to remember was clearly mapped to separate
locations in the spatial presentations. In problem solving activities or other tasks in which users
must create new information based on existing material, we hypothesize that interactive methods
may dlow users to give their own meaning to locations. We suspect that educati&nal
applications could support the creationneéaningfulinformational mappings tcationsthrough

organizational interactions, annotations, or navigational control.

4.5 Conclusions of Experiments | and Il

With Experimentsl and II, we studied if and how users take advantage of spatial mappings in
learning tasks. These studies have shown that learners do employ a variety of strategies involving
the spatial layout of information. W the results of Bxeriment | and previous studi@idess et al.,

1999 indicate that spatial presentations of information support performance advantages for
memorization tasks, spatial layouts afforded no such advantages ovspat@h presentations for

the problemsolving task of Experiment Il. Spati information presentation alone may not be
enough to support performance improvements for every @gknext experiments further explore

factors influencing the effective use of space.
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5 Experiment lll: How Spatial Layout, Interactivity, and
Persistent Visibility Affect Learning

5.1 Summary

Experimentlll explores how spatial layoutomplexity and view control impact learning and
investigates the role of persistent visibility when working with large displBys. work (Ragan,
Endert, Bowman, & Quek, 20)2vas published ifProceedings of #2012 International Working
Conference on Advanced Visual Interfaq@d/I 2012). We performed a controlled experiment
with a learning activity involving memory and comprehension of a visually represented story. We
compared performance betweeslideshowtype presentation on a single monitoe., low layout
complexity) and a spatially distributed presentation among multiple monft@s higher layout
complexity) We also varied the method of view control (automagiénteractive).Additionally, to
separate effects due to location or persistent visibility with a distributed layout, we controlled
whether all story images could always be seen or if only one imagelm®widwed at a timaVith

the distributed layouts, participants maintairetter memory of the associated locations where
information was presented. Howevégarningscores were significantly better for the slideshow

presentation than for the distributed layout when only one image could be viewed at a time

5.2 Goals

Our first twoexperiments provided evidence that learners do modify their learning strategies to take
advantage of a spatial presentation. Further, the results suggest that spatial information
presentations can improve learning effectiveness when the information ddryrinterest is
mapped to locationsBut additional data was needed to generate design recommendations for
spatial presentationtn Experiment lll,we studiesdifferences in presentation effectiveness due to
varying layout complexity, as the spatial pras¢ions ofExperiments | and Il only had low layout
complexities.As our first two experiments employed fully automated presentatioagpllowing
experimentalsoconsides how interactiveview control affects learning effectiveness and the use of

strakgies.

Experiment Il uses 2D graphicas is common for many visualization applications that support

information processing with spatial presentations. For example, intelligence analysis tools help
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analysts to make sense of large information sets byrigakirough clustered documerf#ise et

al., 1995. As an example in a school setting, a student can use a linear strip of thumbnail previews
to help keep track of the PowerPoint slides while studying. For applications that hopeetoepres

the spatial mapping between virtual and physical locations, the possibilities for spatial layouts are
limited the availabladisplayspaceAs such, the ability to maintain persistent visibility depeods

the available types of computer displays. Semadisplays (such as a sindbgptop monitoy limit

how much information is visible at a timend cannot display fulize items in a spatial
presentationThough costly, larger displays allow for persistent spatial layouts of information to
help users dualize relationships among pieces of informatiidre role of persistence for the use of
space isunclear,and it is highly relevant for the use of both large displays and MEhkis study,

we investigate whethealoneis sufficient to provide benefitfor cognitive processing, df the

notion ofpersistene isalso required for an effective spatial information presemtat

5.3 Part |: Layout Complexity and Interactivity

We conducted a controlled experiment to investigabev learning performance and learner
strategies are affected biL) the layout complexitpf information in aspatialpresentationand (2)

interactive control over information viewing.

5.3.1 Hypotheses

Past research has found evidence that users externalize memory and thought into space while using
interactive, largalisplay systems to analyze informati@ang., Andrews, Endert, & North, 20110

We hypothesized that a distributed spatial lay@et, higher layout complexityvould support

superior learning performance due to the increased variety in available positiesal cu

Further,we hypothesized that interactive, usentrolled viewing would improve task performance.

We expected that interactive view control WO u |
locations in space, enabling the use of spatial indeas a memory aid. We suspected that the

added element of interactivity would allow users to give further meaning to the space, strengthening
the effectiveness of the information mapping.

72



5.3.2 Task

To test our hypothes, we designed a story task to evaluatéhbmomprehension and detail recall.
Participants viewd a set of 25 event cards. The cards inalbsienple, graphicatepresentations of
nine visually distincttharactersn varioussituationsalong with singleword titles to describe the
event Figure 15 shows samples of card imagesd the complete set of images is included in
appendix CThe cards portrad simple events with the same characters so that seqeineeents
could be interpreted ashort substolies. Additionally, individual characters and events contributed
to multiple substories, causing significant overlap among -stdysies and allowing th entire
collection of events to be interpreted as a single large, complex story. The primary stptytsub
include: a car accident, a store robbery, shopping, a birthday party, and a broken window.
Participantswere asked to determinthe story and subtories based on the events viewed in the
carck.

Figure15. Examples ofmages used ithe dataset. Starting from the upper left corner and moving clockwise, the titles

of these cards are: Point, Police, Cook, Eat, Cake, and Bank

The size of the data set and the complexity of the overlappirgtstibs were determined through

a series of small pilot studies. Because this was a controlled experiment and the total viewing time
was held constant (as explained further in Bresignsection), images were chosen over purely
textual i nformation in order to avoid confoun

data set was designed to support questions of both memory of details and understanding of story
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events. The questioget and scoring criteria focused more on the more significant events for the
main story plots (e.g., the robbery or car crash) than on less significant events (e.g., mowing the

lawn or walking the dog).

After viewing the event cardparticipants wereasked a series of questions to test their knowledge

and understanding of the presented informatiba.r t i ci pant s owere edediapdd inr e s p C
order to aid scoring based on a prepared rybrduded in appendix CQuestions were designed

to evaluatecomprehension of the meaning of the events and stories as vset@e detail recall.

For questiondocusing onmemory of details, participants earned points for correctly recalling
characters and details from the events shown in the story daxdmples of a detail recall

guestios include

T What food products were present in the MnEat

1 What character or characters were in the nGC

Other questions evaluated comprehension, involvnderstandingf the meaning of the events

and storis. These questions required participants to do more than simply recall the images on the
panels.To earnpoints for these questionsarticipantswvere required to explaioonnectionsamong

the charactersexplain what caused events to occurhgpothesizeuture events and appropriate

emotional states of the charactdétsamples of comprehensioquestiors are

1 Can you come up with a stdbory of events that link the boy with a red baseball cap to the
man with an umbrella?

1 How would you expect the man with black hat to be feeling at the end of the day, and
why?

91 Describe an event or scene that you would expect the man in the black hat to be doing after

the events shown in the story.

Scoring was calculated in accordance with aqamestructed rubric, witheparate scores calculated

for detail recall and comprehension questions. The total score was based on all questions.
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5.3.3 Design

Participants viewdthe event card®n a teamonitor display, configured in a curvé&@0° arc with a
2x5 arrangemen{see Figure 16). Each monitor was 17 inches with 1280x1024 resolution.
Participantssat in a swivel chair in front of the display. Becausach participantould only
complete thdearningtask a single tim, viewing mode and presentation style were varied in a 2x2
betweenrsubjects design. The two viewing modes we tested augiamaticandinteractivecontrol

and the two presentation styles wslideshowayout(1D layout complexitynddistributedlayout

(2D layout complexity)

Only one card image was ever visible at a timeheslideshow layout, all card&ere presentesh
the same locatio(seeFigure17). The slideshow layout was shown a single monitor directly in
front of the participan (see Figure 18). Below the location where the cardgere shown, a
horizontal list always showed all textual titlés.thedistributedpresentation stylethe cardsvere
distributed across all monitors dfet display so that every carddhigs own persistentocation(see
Figure 16). While only a single cartmage wasshownat a time,the locations ofall cards vere
always visible as empty boxes with the textuatles visible. In this way, bothpresentation
conditions always rehall titles visible and providia spatial location correspondinig each image;
however, these locationisad much higher spatial variande the distributedlayout where the
images themselvesere displayedn different locationsThis allowed us to isolate the effects of
spatial location without the confounding effects of persistent visibility that is afforded by normal
largedisplay workspace For both presentation styles, the cards were orderadange in the
samepredetermined organizatidnevents vere jumbled so that the storiegere notpresentedn

chronological order.
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Figurel16. The teamonitor display tde used for Experiment Ill. This image shows the story cards distributed in a

distributedlayout. Note that only one event image is visible at a time (circled in red here).

Figurel7. A closer view of the slideshow layout for Eeqpment I1l. TheBedlabelis highlighted in the list at the
bottom, and the corresponding image is shown.
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Figurel18. The diplay for Experiment Il with the slidesholayout. All images are viewed at the same location on a
single monitor. Below the image location is a list of labels that correspond to the image cards. The label for the

currently shown card is blue in the list.

In theautomatic presentatiotonditions each card image was displayed for five seconds before it
was hidden and the next image was displajaery card was shown twice in this fashion. In the
slideshow condition, all cards showed up at the same location, but card order progressed from left to
right through the list of tittesCards were also displagdrom left to right (in the same order) for the

distributed conditiongRarticipans had no way of interacting or controlling the view of tbards

In the interactive control conditions, eaparticipantused a mouse tmanually control the order

and duation in which card imagesereviewed The participant could make a card image visible by
moving the mouse cursor over its title in the slideshow list or over its card in the distributed layout.
The total amount of viewing time was limited 850 seconds the same as in the automatic

conditions.

In all conditions,images and titles grehiddenwhen the viewing perioénded but blank cardsr
labelsremairedon the display as placeholders for where the information was displayed. That is, for
the distributed layout, blank cards &releft on the display for the remainder of the evaluation; for

theslide-showlayou, emptyblockswerestill visible in thetitle list (but with no text).
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We studied the effects of viewing mode and presentation style on a \adrmastrics.In addition to
learning scores we also asked each participant to report a percentagmrdidence of story
comprehensionWe also measured location recall bgpving participants point to the blank
placeholders and report what event was shown at each locdiiten recording and eye tracking

were used to aid scoring and to study participant strategies.

5.3.4 Procedure

After having participantsomplet a general dengraphicquestionnairewe explained the tasind

the display system with the aid ofpmepared script. Using a small set of event cards with no
information relating to the actual story of the primary task, we prdvaderief demonstration of
how theywould be viewing the story images. For participants in the interactive viewing conditions,
this includel practice using the mous&Ve again reviewed the purpose of the task, asking
participants to identify the stieis andencouragg themto pay attention todw the characters are
connected. Participantsene informed thatthe images were jumbled arlde image organization

wasindependent of the chronology thestory.

Participantsthen viewed the cardsin the manner determined by their experimental condition.
Immediately after the viewing phasee verbally administered gortion of anumbermemorization

test to help clear working memory of information about the story set before our real quésiions.
this test, we verbally lisd a sequence of numbers anérhaskd participants to write down those
numbersThis task took approximately one minute, helping to establish that the following questions
would be answered based on information from {@rgh memory (memory research has found that
retention in workingmemory is generally limited to around ten to fifteen seconds without active
rehearsafe.g., J. Brown, 195)

We thenverbally asked the questions fothe evaluation of learningNext, we askd participants to
describe their strategies and thought processes when viewing the information and when answering
the questions. Finallyreferring tothe blank placeholders remaining on the display, wesdsk

participants if they remembestany of the corrgponding events for the locations.

Study approval forms, instructions, and assessment materiatlaiced in appendix C.
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5.3.5 Patrticipants

Thirty-two undergraduate students participated in Part | of the study. An equal number of male and
female students pacipated, with gender balanced across conditions. Participants came from a
variety of academic disciplines, also balanced as well as possible. Ages ranged from 18 to 23 years

with a median age of 2fears.Participants came from a variety of academic giswes.

5.3.6 Results

Because Shapird/ilk tests of normality for each of our metrics suggested that they were normally
distributed, wewere able to usevo-way factorial analyss of variance (ANOVA) toanalyze the

results. We performed multiple analyses to tiesteffects of presentation style and viewing method

on various performance outcomes. The analysis for total learning score showed a significant main
effect of presentation layout on overall scores, with F(1, 28) = 10.21 and p < 0.005. Total scores
were ggnificantly better with the slideshoegtyle presentation (M = 74.19, SD = 19.44) than with

the distributed layout (M =51.31, SD =2000) The effect size was | arg
Thiswas the opposite of the hypothesized effect of presentatiaut.

The same effect was also found for the ANOVA test for comprehension scores. Comprehension
scores were significantly better with the slidesksiyle presentation (M = 50.00, SD = 16.31) than
with the distributed layout (M = 32.63, SD = 16.19), witi,R28) = 9.76p < 0.005and d = 1.07

For detail recall, scores were better with the slidesbtye presentation (M = 24.19, SD = 4.32)
than with the distributed layout (M = 20.56, SD = 6.17), but this was not significant at p < 0.05
level. Howeverwith F(1, 28) = 3.53 and p = 0.07, we suspect that this effect would have been

significant with more trials.

No significant effects on learning scores were found due to viewing mode, with F(1, 28) = 0.04 for
total scores, F(1, 28) = 0.02 for comprehensoores, and F(1, 28) = 0.42 for detail recall scores.

No significant interactions were found between viewing mode and presentation layout for learning
scores, with F(1, 28) = 0.42 for total scores, F(1, 28) = 0.10 for comprehension scores, and F(1, 28)

= (0.21 for detall recall scores.

An analysis also found a significant effect on location recall (the number of event locations that

participants could correctly recall after the questions) due to presentation style, with F(1, 28) =
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14.70 and p < 0.001. Thidhewed that participants were better able to remember the associated
locations for events with the distributed layout (M = 9.56, SD = 3.54) than in the slideshow
presentation (M = 5.19, SD=293) wi t h a | arge ef f e tdcationirezhe o f
was not significantly affected by viewing mode, with F(1, 28) = 0.01, and no interaction was found

between presentation style and viewing mode, with F(1, 28) = 2.35.

The analysis of confidence of comprehension did not show significant differences due to
presentation style, with F(1, 28) = 3.00, or viewing mode, with F(1, 28) = 0.03. However, the test
did show a trend with confidence levels being higher for the slideshow presentation (M = 63.81, SD
= 19.32) than the distributed layout (M = 49.44, SD 99}.with p = 0.09.

5.3.7 Discussion

While we had hypothesized that participants would achieve higher learning scores with the
distributed layout, this was clearly not the observed outcome. Learning scores were significantly

lower in the distributed layout tham the slideshowstyle presentations.

The location recall results indicate that participants were better able to remember the associated
locations for event cards with the distributed laydidwever, the performance results suggest that
these additionalocation memories did not support performance improvements, despite the fact that
many participantsvere referring to locations to aid recall during questioniagmore detailed

presentation of participant strategies is given in Part )

These were surpiiggy results, as previous research with spafiatribution found the opposite
effect (Hess et al., 1999Ragan, Bowman, et al., 2012as in Experiment [But unlike in
Experiment |, both presentations in Experiment 1l did have a sphsitzibution (i.e., the list of

titles in the slideshow presentation and the card distribution in the distributed la§outyhile
unexpected, the results of Experimdhidb not contradict those of ExperimentAdditionally, the

tasks of the two studies are clearly different, with Experiment | involving memorization of symbols
and Experiment Ill involving story images and understandingould be interesting to compar

the presentation styles of Experiment Bd a completely nospatial distribution, as done in
Experiment I, to learn more about the how the effects of spatial distribution depend on task

specifics.
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Though our original hypothesis was not supported, areat least hypothesize other explanations

for the better learning scores with the distributed layout. Since no interactions were observed
between presentation style and viewing mdtie, resultsof this studysuggest that users did not
suffer from problera interacting with the mouse in a larger space. We also know that the results
were not due to poor spatial memory since participants had better memory of locations in the
distributed layout conditions.

One possible explanation is that participants perfdrimetter with the slideshow presentation due

to higher familiarity with similar presentation styles (e.g., viewing PowerPoint slides, web browsing
with multiple tabs, switching among multiple open documents or applications on a single monitor).
Alternativdy, it could be that it takes practice to establish effective spatial strategies when using

larger workspaces; we leave this to future work.

Another explanatiof and our current hypothesids that perhaps spatial mappings are only useful
when the locationarry meaning for the data. That is, the results could be different if the
information was spatially grouped with some meaningful organization, such as by chronology or by
characters. Because card placements were jumbled in our organizations, locatiooispidalide
additional organizational cues. In future work, we plan to further investigate the relationship

between the use of locations and meaningful spatial organization.

As there wereno significant differences due to viewing mode, we rejéle hypothesis that
interactive viewing enables learning improvementhis result has important educational
implications, providing evidence that simply adding interactivity does not guarantee learning
benefits. Further, because the location recall results showeeffects due to the presence or
absence of interactivity, we reject the claim that interactive viewing gives additional meaning to
locations or makes information locations easier to remember. It could be that view control is not a
complex enough type ahteractivity to add meaning to a location. Another possibility is that
viewing mode had little effect due to the relatively small size of the data set or the relatively short

viewing time.

After Part | of the experiment, it was unclear how learning perdoices would compare with a
standard spatial distribution. As all conditions in the first part of the experiment allowed participants

to view only one image at a time, the distributed layout presentations lacked the persistent visibility
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of information tha is normally available with spatial layouts on ladjeplays. By intentionally
crippling persistence in the distributed layouts, we were able to isolate effects due to spatial
locations.But how much doegersistent visibilityreally affect the use andebefit of a spatial

layout? To address this question, we expanded the experiment by adding an extra condition to help
investigate whether learners would take advantage of the distributed layout if all information were
visible at all times.

5.4 Part Il: Account ing for Persistent Visibility

The first part of the experiment focused on studying learning differences due to varying levels of
layout complexitywithout persistent visibility. In the second part, we extended the experiment to
study how persistent visiliy affects learning performance and learning strategies. By maintaining
the same design and evaluation as used in Part |, we were able to add an additional condition to
further our investigation of how learners use spatial presentations to learn anstantierew

information.

5.4.1 Hypotheses

We hypothesized that a distributed presentation with persistent information visibility would allow
learners to use the locations of the spatial layout to help organize information and aid recall. Thus,
we expected the adain of persistent visibility to lead to better learning scores than achieved in the
distributed presentations from Part |. Also, due to the ability to view and compare multiple images

at the same time, we expected performance improvements over thewlicdgle presentations.

5.4.2 Design

For part Il of the study, we ran one new condition to compare to the results from Part I. Thus, Part Il
used the same experimental task, procedure, and evaluation metrics as Part I. Ten undergraduate
students (three males arsmtven females, ages 18 to 21) from various academic disciplines
participated in the new condition. Thus, combined with the 32 participants from Part I, the full

experiment had a total of 42 participants.

The new condition used a distributed layout with $ame organization as the distributed layouts of
Part I. However, instead of having only one image visible at a time, as with the automatic and
interactive presentations, all card images were always visible for the duration of the viewing phase.

82



As with the conditions in Part I, a 250 second time limit was enforced. Also as in the previous
conditions the images and titlesexe hiddenwhen the time limit was reacheléavingonly blank

cards on the display.

5.4.3 Results

We analyzed the results by consideringrieng scores, memory of locations, and participant

strategies for all conditions from Part | and Part Il of the experiment.

5.4.4 Learning Performance

To analyze performance results, we treated each of the four conditions from Part | as a separate
group and adedd the new condition from Part Il, giving us five distinct presentation conditions. We
again tested each of our metrics for normality with Shaiik tests, finding that the learning
scores were approximately normatligtributed We tested for differemss in learning scores among

the five conditions with a oreay independent ANOVA for each score category (total score,

comprehension, and detail recall).

The analysis for total scores found a significant main effect due to viewing condition, with F(4, 37)
= 3.54 and p < 0.0%igure 19 shows means and standard deviations for total scores. Apost

St u d etest revealed that scores for the persist@sibility distributed condition and both the
slideshow conditions were significantly higher than the automatic and interactivibutiestr
conditions(Table 6 shows effect sizes for significant pairwise comparisohbg posthoc test did

not show a significant difference between the automaticrdadactive distributed conditions.
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Figure19. Means of total learning scores with standaedtiations after Part Il. Different colored bars are significantly

different. Scores for the persistensibility distributed and botklideshow conditions are significantly better than both

the automatic and interactive distributed conditions.

Pair Cohenods
Persistent Automatic 150
distributed distributed '
Persistent Interactive 0.97
distributed distributed '
Automatic Automatic 141
slideshow distributed '
Automatic Interactive 1.00
slideshow distributed '
Interactive Automatic 129
slideshow distributed '
Interactive Interactive 0.87
slideshow distributed '

Table6. Effect sizes for significant pairwismparisons for total learning scores.

The analysis for comprehension scores also revealed a significant main effect with F(4, 37) = 3.13
and p < 0.05. As with the total scores, a gost ¢ St uteseshdwédsthatt scores for the
persistentvisibility distributed (M = 49.10, S = 8.94), the automatic slideshow (M = 50.50, S =
17.11), and the interactive slideshow (M = 49.50, S = 16.63) conditions were significantly higher
than the automatic (M = 31.25, S = 17.40) and interactive (M = 34.00, S = 15.68)utksl
presentation condition3able7 shows effect sizes for significant pairwise comparisons.
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Finally, with F(4, 37) = 1.10 and p = 0.37, the analysis for de¢smidll scores did not show a

significant effect.

Pair Cohenods
Persistent Automatic 136
distributed distributed '
Persistent Interactive 121
distributed distributed '
Automatic Automatic 112
slideshow distributed '
Automatic Interactive 1.00
slideshow distributed '
Interactive Automatic 1.07
slideshow distributed '
Interactive Interactive 0.95
slideshow distributed '

Table7. Cohenots d effect

5.4.5 Location Recall

S i z e s between comprahensidn scarasn t

pair wi s

Figure 20 shows average location recall scores for all conditions. We tested for differences in

location recall among the five conditions with a am&y indepedent ANOVA. The analysis

showed a significant main effect with F(4, 37) = 7.42 and p < 0.0005. Ahpost

St dastent 6 s

showed that location recall for all distributed layouts was significantly higher than the slideshow

conditions (Table 8 shows effects sizedor significant pairwise comparisonsThough the

persistertvisibility distributed layout did have the highest overall location recall scores, scores were

notsignificantly different among the three distributed layout conditions.
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Mean Location Recall Scores
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Figure20. Mean location recall scores. Different colored bars are significantly different. Location recall was higher with

all distributed layouts than witle slideshow presentatians

Pair Cohenods
Persistent Automatic 1.80
distributed slideshow '
Persistent Interactive 241
distributed slideshow '
Automatic Automatic 0.82
distributed slideshow '
Automatic Interactive 135
distributed slideshow '
Interactive Automatic 137
distributed slideshow '
Interactive Interactive 191
distributed slideshow '

Table8. Effect sizes for significant pairwise comparisons between location recall scores.

5.4.6 Learning Strategies

We also studied participant learning strategies by analyzing standard video recordifige;leyg

video, and interview responses. We considered two general types of strategy classificatiog;

order andintentional use olocations

For this activity,viewing orderis the order in which card images were viewed during the learning

session. Participants in the automatic presentation conditions were not able to control the viewing
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order because the images were shown to them automaticalipth interactive conditions and in

the persistentisibility distributed condition, participants were able to choose the viewing order.
Most participants (73%yom these conditions employed the same general type of viewing strategy.
At the beginningf the viewing session, these participants fnséfly scanned over the entire data

set in an attempt to get an overviewatifcards Theythen began to searébr and focuson specific
imagesbased on logical story constructs (e.g., time of day, sdmaeacters)Other participants

(23%) did not spend any time scanning the entire dataset, and immediately began trying to search
for and match events and characters. One participant from these conditions (specifically, in the
interactive distributed layouthever used a sear@mdmatch type viewing strategy, but instead
continually scanned over the entire card set for the duration of the viewing time.

We alsoconsideredntentional use ofocationsduring the task. That is, we studiedhether or not
participantsintentionally attempted to use locations to aid in their learning or recall. This was
determined through the pestudy interview, in which we asked participants if they tried to use the
locations during the learning or questioning periods. Note ttatslideshow presentation still
supported the use of locations due to the inclusion of the title list below the image presentation area

(seeFigurel?).

Figure21 shows the percentages of participants that intentionally used locations for each condition.
While the data do not meet the assumptions of asgbaretest for a formal analysis, the
percentages do suggest that conditions did affect spatial strategies. The highest percentage of
participants intentionally used locations in the persistaibility distributed condition, while the

interactive slideshow cualition had the lowest overall percentage.

We believe that the difference between automatic and interactive slideshow conditions can be
explained by differences in viewing order. In the automatic slideshow presentation, the images were
always presented ia linear progression. In a way, this presentation method forced participants to
relate the images to their associated locations in the list. With the interactive slideshow, on the other
hand, participants were able to continuously slide the mouse cursothavlisé without paying

attention to locatiod until they found the desired image.
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Percentages of Participants Intentionally Using Locations
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Figure21. Percentages of participants in each condition that intentionally used locations to aid learning or recall.

5.4.7 Discussion

As hypothesizedthe results from Part Il confirm that learning scores with the persiaghility
distributed layout were superior to the automatic and interactive distributed presentations. These
results demonstrate the value of persistent visibility in kaligplay systems. Our strategy analysis
helps further explain this benefit. Most participants (all but one) in the interactive or persistent
visibility conditions spent considerable time searching for specific events or characters in the data

set. This certainlys faster and easier when all images are visible at the same time.

Learning scores in the persistemgibility distributed condition were not significantly different

from the slideshow conditions. Thus, for this task, we reject the hypothesis thatilautdidtr
presentation with persistent visibility supports greater learning than the slideshow style
presentation. These results indicate the importance of presentation design. The experiment clearly
demonstrates that a distributed spatial layout is not alveay automatic method of improving

cognitive processing.

Of course, this does not necessarily mean that a spatialdargen presentation cannot support
improved processing and learning of information. It is possible that our evaluation was not sensitive
enough to detect differences. If participants were approaching the limit of how much could be

learned in our task, this could explain why scores in the persigsgility condition were not
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significantly different. Similar experiments with larger dagéds and longer learning sessions would
be helpful in further investigating differences due to varying spatial presentations.

Additionally, as we discussed in tBescussionsection for Part 1, it is still unknown whether these

results would differ for Igically organized information layouts rather than random, jumbled
organi zations. I f the information was meani ng:
for location could potentially be used to aid information recall. This is a matter forefut

investigation.

The location recall results do serve as further evidence that locations can be learned automatically.
However, memorization of locations was not always purely incidental with our task, as many
participants did consciously pay attentidn locations during learningStill, others who
intentionally attempted to use locations during questioning reported that they had not paid attention
to locations during the viewing session. Also note that the results of Part Il provide evidence that
greaer memory of locations does not negatively interfere with learning. Though the results of Part |
showed that participants in the distributed conditions had higher location recall scores and lower
learning scores, Part Il showed that participants weretatdehieve higher learning scores while

still having high location recall scores.

The results from the persistevisibility distributed condition show that learners achieved relatively
high learning scores while also demonstrating high location recghlijesting that the memory of
spatial information did not interfere with the memory or understanding of the story information.
Thus, designers should still consigeesenting information spatially if the spatial organization can

support the logical organitian of the content.

These results have provided the foundation for extended research for studying the effects of spatial
information distributions with large display systems. Future work includes considerations for the
size of the data set, type of datapresentation, organization of information, and type of
interactivity. We believe that the size of the data set may affect the use of spatial cues when
learning. With a larger dataset, interactive view control may become necessary as users need to
refer bzk to information on demand. Additionally, as our experiment provided jumbled
presentations in order to isolate the effects of spatial mapping, the results have informed plans for

future studies of varying organizational schemata. We hypothesize thaallipgirganized
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information layouts could give meaning to the locations in space and allow learners to take
advantage of their memories of locations for learning. Another question is whether similar results
would be observed with different data represeateti Our task was based primarily on graphical
information that participants viewed and integrated into stories. It is possible that different results
could be observed with data sets with different formats, such as textual information, rather than
primariy graphical representations.

5.5 Conclusions of Experiment Il|

While previous studies have found that additional spatial cues have the potential to aid
memorization and learning.@., (Hess et al., 1999Ragan, Bowman, et al., 20)2our research
suggests thatcontrary to what was expectedncreasing the spatialayout complexity of
information locations does not necessarily support cognitive processing. hThaisglaying
information in spatially distributed layouts helped participants to begoaidlinformation locations,
learning performance was negatively affected. This suggests that participants were unable to take
advantage of their knowledge of locatsoto aid their learning. This disadvantage was eliminated
when learners were permitted constant visibility of information, indicating the high importance of
persistent visibility when working with largdisplays.This suggest that spatialayoutson small
displays(lacking persistent visibility and relying on virtual navigatiamjuld lose the benefits of

the spatialayout. Similarly, for 3D VEs,the resuls highlight the importance of easy and natural
interaction for information access, which supports lilgpothesis that higher spatial fidelity can be
more beneficial for using spatial presentations.
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6 Experiment IV: The effects of interactive view control
and environmental detail on learning in 3D virtual
environment s

6.1 Summary

As the design of educational virtual environments serves as the primary motivation for the research,
Experiment IV was designed to study spatial information presentations in a 3D world requiring
travel. This study is summarized in a short paffeagan, Huber, Laha, & Bowman, 2018 the
Proceedings of IEEE Virtual Reali®012 In this study, we focus on two design issuesel of
environmental detail and degree of navigational contimla controlled experiment, participants
studiedanimal facts distributed among different locations in an immersive VE. Participants viewed
the information with one of two methods of navigation: an automated tour through the environment
or an interactive method with full navigational control. The expeninalso compared two levels of
environmental detail. The sparse version of the environment contained only a ground plane and
large cards containing animal facts, while the detailed version also included landmark items and
ground textures. The experimerdsted participant memory and understanding of the animal
information. While the type of navigation did not significantly affect learning outcomes, the results
do suggest that manual navigation may have negatively affected the learning activity. Thus, the
addition of interactivity does not always improve learning. The results also show that environmental
detail had no effect on learning performance. Additionally, learning scores were correlated with
both spatial ability and video game usage, suggesting étlatational VEs may not be an
appropriate presentation method for some learners.

6.2 Goals

The purpose of this study was to explore the relationship between visual landmarks and interactive
travel. Still focusing on spatial information presentationsstuelied how participants learned facts
distributed among various locations within a VE. We evaluated differences in learning performance
and learner strategies due to the level of navigational control and the level of environmental detail.
Considering thedesign of the virtual content, we aim to better understand how a VE's

environmental details and landmarks influence learRegearchers have suggested that VEs could
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provide advantages for conceptual learning by allowing opportunities for learnerswo vie
information within the context of meaningful locatia@sg.,Boulos et al., 200;/Dede et al., 2004
However, it is unknown whether a location is meaningful because of the information associated
with that location or if the meaning is affected by other content at that location. Environmental
details and objects could provide situational context, ref@rto the surroundings in which
knowledge and meaning making are preg€ernandez & Glenberg, 198&o0dden & Baddeley,
1975. Through episodic memory, this context candmee part of what is remembered, along with

the information itself(Endel Tulving, 1998 Combined with spatial learning strategies, stronger

contextual memory could directly strengthen retrieval cues.

On the other had, as hypothesized hjones and Dumaid 986 during their memonpf-location
experiment environmental detail could contribute to visual clutter, and paignteven interfere

with the memory of the environment or the information itself. Jones and Dumais noted that the
addition of landmark objects to a 2D information layout may have negatively affected memory of
the locations of the information items. Our ekment investigates the effects of environmental
context by comparing learning differences and learner preferences between a relatively empty VE

and a VE with additional details.

Environmental details could also affect usetsilities to keep track of whre certain information
was located and which locations have been previously visited. Hisissgue is closely related to
the choice of an appropriate method for navigation within aME.study compares interactive and
automated navigation methods. Quared to automated presentations, fully manual navigation
provides the freedom for learngcscontrol the order and duration in which information is viewed,

but at the cost of additional interaction and decision making

6.3 Hypotheses

We hypothesized that fimg manual, interactive control of navigation would allow learners to
achieve higher performance scores than those viewing the information through an automated
presentation. We expected that the ability to decide how to view the information and how much
time to spend learning different facts would allow more effective learning strategies. It was
expected that the freedom to control the order and duration of information viewing would outweigh
the additional cognitive load associated with the manual camibbecision making.
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For the level of environmental detail, we tested the hypothesis that additional details and landmarks
would improve learning performance. This hypothesis was based on the idea that additional detalil
would increase the situational coxttef the information locations, providing stronger memory cues

for later recall.

6.4 Task

To test our hypotheses, we designed a simple learning activity involving information about ten
animals. The task used fictitious animals in order to avoid problemgpauiiticipant familiarity with

existing animals. For each animal, a fact card was provided in thEiyilte 22 shows an example

of an animal fact card. Each card had the name of the animal along with a table showing additional
information about the animal (location, habitat, average weight, averadg lbagth, and
conservation status). The location was always the name of a continent and the habitat was given as a
short textual description. The animal 6s aver a
average length was always given in centimetEs. the conservation status, which provides an
indication of whether the animal is at risk for extinctidCN, 200J), four possible status levels

were used: least concern, vulnerable, endangered, and extinct.

Forden
Location Australla
Habdat Desert
Avg Weight 10 kg
Avg Body Length 75 em
Conservation Status Vulnerable

Figure22. An example of an animal facaid. All fact cards had the same layout, with the animal name at the top of the

card (in this example, the namdrgrden) and a table of information.

Participants were tasked with learning the animal information in the VE. The learning environment
contaired ten animal fact cards arranged in two rows of five cartdse. complete data set is
included in appendix DEFigure 23 shows a view from within the VE, whilBigure 24 shows an

overview of the entire environment. In virtual space, each fact card was ten feet wide and adjacent
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cards in the same row were positioned 20 feet aparttWitn@ows were separated by a distance of
60 feet.

After a learning period in the VE, participants completed tests to assess memory and understanding
of the animal information, as well as memory of locations. All tests were completed outside the VE.
Memory of animal facts was tested with a simple computer application that required participants to
enter numerical fact values (weight and height) and select the appropriate values fratavanop

lists for the other fact categories (location, habitat, and ceatsen status). To increase difficulty,

the arrangement of the facts listed on the assessment tool was different than the arrangement of the
fact card tables. This assessment covered each of the ten animals. After providing the corresponding
information fa the given animal name, participants could click Mextbutton to go on to the next

animal. The assessment did not allow participants to go back to change their responses for previous

animals.

Following the fact memory assessment, participants compdetest of information understanding.
In this portion of the assessment, a computer application presented questions that required
participants to think about the meaning of the information in order to select the correct animal from

a dropdown list. Examp#s of questions are:

1 Which of these animals would you expect to fit in your hand?
1 Which of these animals would you expect to be most commonly found in the wild?

1 Which of these animals might you find in the United States?

The understanding assessment wasigied to involve thinking about the reabrld meaning of
the information and require more than just pure recall of facts. This portion of the assessment

included 16 questions.
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Figure23. The learning environment contained tarimal facts cards organized in two rows of five cards. This

screenshot shows the additional visuals used in the high environmental detail conditions.

Figure24. A view of the entire learning environment from a higher vantagetp®he information cards are organized

in two rows of five cards.

We collected scores and completion times for both the recall and understanding tests. Scores were
calculated by awarding one point for each correct response.

Though participants were only informed of the recall and understanding tests in advance, we also
tested participants on their memories of where the fact cards were in theguke 25 shows the
application used for this evaluation. Based on adkapwn vi ew of the VEOGs | ay
a mouse to drag each ani mal name to the | ocati
VE. Location memory scoresere calculated by counting the number of correctly placed animals.

To allow participants to determine the correct orientation of the card rows for this test, the learning

environment had two ground textures at opposite ends of the VE to serve asioniensakers. In
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the learning environment, participants started on a marker with green text rEJARJ and a
marker at the other end of the VE simply showed three red dotsigge® 25). These markers

were included in the general layout of the location memory test.

Figure25. The software tool for assessing memory of locations. The right side has a list of labels with the animal
names. Th left side shows a tegown view of the card layout, with a red X marking each card location and ground

decals for layout orientatioRarticipants indicatethformationlocatiors by placing each label on a red X.

6.5 Apparatus

This experiment wasonductedas anearly part of a largerinvestigation ofhow design features

affect learning in 3D environments. Given the emphasis on furthering the understanding of the use
of locations and the perception of landmarks, a surrseneen CAVEtype display was used in

order to increase the field of view andoal easier viewing of information in multiple locations.
Participants experienced thearning environment within ¥isBox VisCubedisplay composed of

three reaiprojected display walls and a tgpojected floor. Each of the four display surfaces was

ten swgare feet with 1920x1920 resolution. Four projectors (EPSON PowerLite Pro Cinema
9500UB) were used to display visuals on each surfaith two projectors projecting overlapping
images on each vertical haManual navigation with a wireless wand was madssible by an
Intersense IS900 motion tracking system. Neither stereo nor head tracking were enabled (as these
features were not directly related to the focus of this study, and enabling them would have required

significantly longer familiarization timeniorder to limit distraction during the learning session).

Participants completed the learning and location memory assessments outside the VisCube on a
laptop computer, using a standard mouse and keyboard.
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6.6 Participants

Forty university student§l6 male ad 24 female)participated in the experimerRarticipants were
balanced across conditions by gender.reduce confounds due to age or experience, we limited
participation to undergraduate students between the ages of 18 and 25. Students came frgm a variet
of academic disciplines, the most common being psychology (20 students). Each of the other

disciplines had at most five students.

6.7 Experimental Design

We controlled navigation mode and environmental detail as independent varRésipants

used eithe an automated navigation method, in which the learner was taken -tecpreed
navigation points without any user control, or a manual navigation method, in which learners used a
wand and joystick to control viewing within the VIB both navigation modg participants began at

the same position (labeled with t8& ARTmarker, which can been seerfFigure25).

For the automated presentation, the view would autonfigticdate to directly center the first fact

card in the left row, and then move towards that card. The view would stop in front of the card for
15 seconds, and then slide to the right to focus on the next card in the row. This continued down the
row in the same manner. At the end of the row, the view rotated 180 degrees and moved straight
across to the other row. The view progressed down this row in the same way as the first row,
stopping for 15 seconds in front of each card. The automated presentdbaredothis path three

times, taking a total time of 9 minutes and 30 seconds.

For the manual navigation mode, the total viewing time was limited to 9 minutes and 30 seconds, so
the amount of time in the learning phase was constant across conditions.iJatenavanually,
participants physically pointed the wand dev
backward to move forward or backward relative to the direction of pointing. Movement was
restricted to the floor plane. Participants could also moagatystick to the left or right to rotate the

view about the center of the VisCube.

We also controlled two levels of environmental detail. In thedetail condition, the VE contada
only the information items on a green grid in a black 3D space. Thedkigil condition used the

same cards and environment, leatch card also had a square ground texture at its base and an
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object beside it (as seen kigure 23). For half of the cards, the ground textures and objects were
chosen to relate to the animalsd habitats. For
for its object and a ground texture resembling sand. Similarly, an aquatic animal had acboat an

as an object and a blue texture resembling water. The other half of the cards had objects and
textures that were purposely chosen to not relate to the animal information. For example, one
animal had a car for its object and a bright red ground textnde another animal had a model of

a five-pointed star and a ground texture resembling marble. Cards were not spatially grouped by

related and unrelated landmark types.

Both navigation type and level of environmental detail were varied between subjext@x2
design. Each participant completed the entire learning activigmgle time with the given

combination of environmental detail and type of navigation.

Participants were only informed about the learning assessments (animal fact memory and
undersanding questions) prior to the learning session in the VE, but additional data was collected
throughout the study. In addition to the learning and location memory scores, participants
completed cubeomparison tests in order to provide a measure for execepatial ability. Also,
auditory numbespan memory tests provided scores relating to 4bort memory. Participants in
conditions with environmental detail were also tested on their recollection of the landmarks and
objects from the environment. énsurvey before the learning task, participants also reported weekly

amount of time playing video games.

6.8 Procedure

Before beginning the experiment, participants completed a brief background survey to provide basic

demographic information and describe thewrels of experience with technology.

With the aid of a script and paper handouts, the experimenter then explained the learning task and
the types of information that would be included in the fact cards. Next, the experimenter introduced
the VisCube systa and further explained the learning task with the aid of a familiarization
environment. The familiarization environment had the same general layout as the learning VE that
was used for the primary task, but the familiarization environment contained iordgrds (the

primary learning VE had ten cards). Each participant experienced the familiarization environment
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with the same type of navigation and the same level of detail that they would use in the primary
learning environment. Different animal fact cardiere used in the familiarization setup, and
different environmental textures and objects were used for the high environmental detail conditions.
For participants in the manual navigation conditions, the experimenter trained participants on how
to navigaé and provided additional coaching until the participant demonstrated proficiency
(participants were required to navigate to given target locations using both forward/backward

movements and siggrafing).

After the familiarization session, the experimerglowed participants the recall and understanding
assessment applications at a desk away from the VisCube. Participants practiced entering data and
selecting answer choices in the practice application. These practice tests only contained information
from the familiarization information set. The recall and understanding tests were the only tests
practiced before the learning trial, as these were the only assessments that participants were to be

aware of.

After the practice with the assessment tools, paditis performed the learning phase in the VE for

the primary task. Immediately after the learning phase, the participant moved to the nearby desk for
the following assessments. The experimenter first administered a brief auditory fapaber
memorization ést in order tdelp clear working memory befothe information assessments. The

test involved listening to a sequence of numbers and then writing down the sequence immediately
after the entire sequence was read to the participamt.test included tenumber sequences and

took approximatelywo minutes. Asmemory research has found that retention in working memory

is generally limited to around ten to fifteen seconds without active rehdarsBrown, 1959
Peterson & Peterson, 195%he number memorization exercitelped to establish that the

following assessments would be completed usifiymation from longterm memory.

Participants then completed the fact recall test and then the understandinfletast.the
experimenter explained the memory of location assessment and allowed participants to practice
with an example data set (a list of names labélednal 1 Animal 2 etc.). Participants then
completed the memory of location test. After these tqssticipants were given a twuoinute

break before taking a cum®mparison test to provide a measure for spatial ability. Finally, the

experimenter interviewed the participant about the learning task and the information tests. In this
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interview, particignts explained preferences and complaints about the learning environments, and
detailed the strategies they used to try to learn the information. For participants in conditions with
environmental detail in the VE, participants were also asked to vertsilgsl many landmarks or

objects from the environment as they could remember, providing the measure for landmark recall.

Experiment documents for Experiment IV areluded in appendix D

6.9 Quantitative Results

We tested the effects of environmental detad aavigation mode on learning scores (fact memory
score, understanding score, and total score), amount of time needed to complete the learning test,
and memory of animal locations. We also assessed effects on memory of landmarks for those

participants irconditions with environmental detail.

Additionally, we tested for correlations among different pairs of variables. In addition to the
learning and location memory scores, these tests also considered spatial ability scoresspammber
memory scoresselfreported weekly video game playing times, landmark recall, and participant
gender. Pearson correlations were used for metrics meeting the assumptions for parametric tests (r
and p values are reported for these metrics) otherwise, Spearman correlatieriested}(and p

values are reported for these metrics).

6.9.1 Learning Scores

A two-way independent ANOVA (analysis of variance) test of the effects on fact memory scores
found no significant differences due to environmental detail, with F(1, 36) = OdlLg ar0.71, or
navigation mode, with F(1, 36) = 2.46 and p = 0.13. Though not significantly different, the mean
fact memory score wasgherwith automatic navigation (M = 22.05, SD = 9.54an with manual
navigation (M = 17.85, SD = 6.7@Ylean scores we closebetween conditions with landmarks (M

= 19.45, SD = 7.35) and without (M = 20.45, SD = 9.5B)ere was no significant interaction
between landmark and interaction, with F(1, 36) = 0.11 and p = 0.74.

We analyzed understanding scores and totalilegustores with noparametric tweway Friedman
ANOVA tests (asShapireWilk tests showed that these metrics may not have been normally

distributed). Again, no significant effects on understanding scores were found for environmental
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detail or navigation mae, with F(1, 36) = 0.03 and p = 0.86, and with F(1, 36) = 2.00 and p = 0.17,
respectively. However, though not significant, the scores with automatic navigation (M = 6.4, SD =
3.69) were higher than those with manual navigation (M = 4.8, SD = 3.35). iekamstanding
scores were very close with landmarks (M = 5.5, SD = 3.24) and without (M = 5.7, SD = 3.96).

No differences were found for total scores, with F(1, 36) = 0.11 and p = 0.74 for environmental
detail, and F(1, 36) = 2.58 and p = 0.12 for navayatAs would be expected based on the memory
and understanding metrics, the total scores were higher with automatic (M = 28.45, SD = 12.83)
than with manual (M = 22.65, SD = 9.21) navigation.

No significant interactions between variables were found foerstanding scores, F(1, 36) = 0.78
and p = 0.38, or total scores, F(1, 36) =0.28 and p = 0.60.

We also considered what scores might be expetiaatticipants were simply guessing randomly
Since the fact memory scores (M = 19.95, SD = 8.43) were walealtne expected value with pure
guessing (M = 5.0), there is no evidence of a floor effect. The understanding scores may be less
reliable, having relatively low scores (M = 5.6, SD = 3.57) compared to the expected score with
guessing (M = 2.67). This suegsts that the understanding assessment may have been too difficult to

detect differences due to the conditions.

Though not significant, the learning score results do show that the participants generally performed
better with the automatic navigation meth@@eFigure 26) . I n this eregswadi ment
type of learning activity, it is possible that the manual navigation did increase mental workload and

detractedrom the learning.

6.9.2 Location Memory

No effects of environmental detail or navigation mode were found for location memory scores, with
a twoway independent ANOVA showing F(1, 36) = 0.73 and p = 0.40 for detail and F(1, 36) =
1.81 and p = 0.19 for navigatiofhere was no significant interaction between the two variables,
with F(1, 36) = 0.96 and p = 0.33. Overall, location memory scores were relatively poor (M = 4.70,
SD = 2.67) and not much greater than what would be expected with guessing (M = 2.93yeitiowe

it should be noted that scoring required that participants remember the exact locations of the animal

cards, even though exact location memory may not have been necessary to use locations as memory
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cues. Our strategy analysis showed that many patitspdid try to use locations to aid recall (see
section6.10.9.

)
. = Auto

Various Scores by Navigation & Manual

Fact Memory Understanding Location Recall Landmark Recall

0

Figure26. Mean scores and standard deviations bygaion method. All mean scores were consistently higher with

automatic navigation, though only significantly higher for landmark recall.

6.9.3 Landmark Recall

For the 20 participants in conditions with environmental detail, we tested for effects of navigation
method on landmark recall (memory of either ground textures or models). Thevagne
independent ANOVA found a significant main effect, wkifl,18) = 6.3 and p = 0.02, showing

that participants remembered more landmarks with automatic navigation (M =S828,1.93)

than with manual navigation (M =5.20, SD=3,23) wi t h C o hsaggéssng allarge effect 1 6

size

Our primary explanation for this effect is that the additional cognitive effort needed for manual
navigation detracted from the learningskaand the perception of environment itself. This
explanation corresponds to the (mmgnificant) trends with the learning scores and location

memory metrics, where automatic navigation outperformed manual navigatidfiigss=26).

6.9.4 Spatial Ability

Testing for ondailed correlations between learning scores and spatial ability scores (from the cube
comparison test), we found that total learning scores and spalisy abores were significantly
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correl ated=0%emx 801)n Both fact memory scores (r = 0.34, p = 0.02) and
understanding scores (}J = 0.31, p = 0.03) were
These results suggest thattpapants with higher spatial ability might find it easier to learn in a

VE. The spatial context of the environment might actually make learning more difficult for those

with lower spatial abilities.

Spatial ability was not significantly correlated (etaded) with either location memory € 0.10, p
= 0.26) or |l andmark recall () = 0. 34, p = 0.¢C
navigation, and environmental detail did not provide any evidence of an interaction for any of the

metrics

6.9.5 Video Game Activity

Reported gaming hours were significantly correlated foreei | ed) wi th tot al | e
0.34, p = 0.02) and fact memory scores (} = 0.
understandi ng s c®0B)e Ehis is pvidence @Bhat Z2%perienpe amd practice with

interactive software or in virtual spaces can affect learning in VEs.

Gaming hours were also significantly correlate
suggesting that experienceut potentially influence the ability to use spatial learning strategies.

Gaming hours were not significantly correlated with landmark recalt@G5, p = 0.82).

6.9.6 Gender Effects

We tested for poinrbiserial correlations (twaailed) between gender andricas metrics for the 16

male and 24 female participants. A significant correlation was found between gender and spatial
ability scores, with males scoring higher (r = 0.37, p = 0.02). A significant correlation was also
found between gender and learningessment completion time, with males completing the fact
memory test faster (r .36, p = 0.02). No significant correlations with gender were found for the
times taken to complete understanding questions-0Q = 2 2 , p = 0.20), tot al
0.06, p = 0.72), memory fact scores (084, p = 080), or understanding scores (1065, p =

0.78).
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6.10 Qualitative Results

At the end of the experimental sessions, we interviewed participants about the strategies they used
for the learning activity antheir opinions of the VEBased on participant responses, we identified
several common strategy categories. Every participant used multiple strategies, and strategy usage
does not seem to be affected by condition {Sgare27). Moreover, correlation testing indicated

that the quantitative metrics were independent of strategies, suggesting that strategy usage may

mostly be a matter a personal preference.

6.10.1General Strategies

All but one participant (97.5%) reported using rehearsal (repeating the information either out loud
or internally) in the VE to aid memory. Many participants (80%) used letters or parts of the words
in the fact cards to make creative associations dhftarent facts on each card. For example, if the
name of the animal started with the let#rand its location was Asia, they would use this
association to help remember the location. Some participants (25%) tried to visualize a familiar
animal or imagie a new creature to represent each animal. During the assessment, it was common

(52.5%) to try to visualize the fact cards to help recall the information.

6.10.2Location Strategies

A number of the participants (27.5%) reported that they tried to use the ldytbet @ards or their
locations to try to remember certain details or to use locations to relate animals with similar
characteristics. Similarly, during the assessment, many participants (67.5%) indicated that they did
think back to the locations where tlheformation was to aid recall. Many participants (45%)
reported visualizing the environment itself or the entire layout of the cards. These results show that
many learners did use spatial learning and recall strategeen without explicit instructiorotdo

so. Though the effectiveness of these strategies for this particular task is not clear, previous studies
have shown that having information at different locations can improve (gtedks et al., 1999

Ragan, Bowman, et al., 2012
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Figure27. Distribution of select strategies by navigation method and level of environmental detail. Participants used a

wide variety of strategies regardlexfondition.

6.10.3Viewing and Navigation Strategies

During the learning session, most participants (77.5%) referenced multiple cards from a single
location, taking advantage of the large display size to look back at other cards, ratrewtyasn
focudng solely on a single card. Several participants (17.5%) described either attempting to
mentally group animals based on similarities or wanting to be able to organize the locations of the
cards.

Of the participants ithe manual navigation conditions, mosttgpants (75%) intentionally ied
to view multiple cards on the display at the same time eithezdsiercomparison or to decrease
the amount of necessary virtual navigatidrile participants in the automatic navigation condition

had no choice of thorder that they viewed cards, participants with manual navigation could view
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cards in any order. Most (55%) of the manual navigation group used the same general viewing
pattern as used in the automatic gi@upoping straight through all cards in sequahtirder. The
other participants used various viewing strategies, such as studying subsets of the cards at a time or

jumping to specific cards as needed.

6.10.4Landmark Strategies and Preferences

Of the 20 participants in the conditions with environmental detaielve participants (60%)
reported that they intentionally tried to use the landmarks or textures to help remember information

during the learning session.

Participants also provided opinions of whether they found the environmental details helpful or
distracting.Figure28 provides an overview of participant opinions. Most participants did notice that
some landmarks were directly related to the animal habitats arel somer e not . Some p
opinions of whether landmarks were helpful or distracting depended on whether the landmarks were
related or unrelated to the information. While many participants thought that related landmarks
were helpful or unrelated landmka were distracting, others found all landmarks to be distracting,
while still others thought that they were all helpful. Further, the relevance of the environmental
details depended on the individual. Though half of the environmental details were designe
directly correspond to the habitat in an effort to make them relevant, some participants did not find
these landmarks to be relevant. In addition, some participants found that landmarks that were
chosen to be unrelated were actually relevant to them.
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6.11 Discussion

Based on our results, we conclude that simple interastiew control did not significantly affect
learning outcomes for simple factual learning. While highly interactive VEs may provide benefits
for more complex or exploratory forms of learning, this study shows that the addition of
interactivity does not alays aid learning. Moreover, the significant finding for landmark recall and
the trends for learning scores and location memory show better results with automatic navigation
than with the interactive navigation. In this thipeessured learning activity, veeispect that manual

control actually increased mental workload and negatively affected learning.

This may be related to the relatively simplistic types of navigation and viewing strategies used for
manual navigation. Since many participants used the rhayawegation to view the cards in an

order similar to that of the automatic method, the biggest difference between viewing methods was
the freedom to control how much or how little time was spent viewing each card. But this benefit of
time control did notoutweigh the additional overhead of movement control. In other types of
learning tasks, such as those requiring comparisons of cards or determining relationships among

multiple items, manual navigation may provide a greater benefit.

The results als show that the additional contextual detail of the landmarks and textures had no

effect on learning performance. Thus, our results do not support the hypothesis that learning in
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contextual locations provides educational benefits. But this does not na¢danitimarks are never
useful for learning. Perhaps, for example, the environment was too simple for landmarks to have
noticeable effects. Still, these findings are important when considering the value of educational VEs
that do little more than presentfanmation in a 3D context. Regardless of condition, all learners
viewed the same information for the same amount of time. Further investigation is needed to better

understand when and how landmarks affect learning.

Of course, the lack of significant effeain learning outcomes does not prove that the conditions did
not affect learning. Depending on other factors related to the use of VEs, the results could be
different. For example, results could also depend on the type of display used for the VE,cass previ
studies have found evidence of differences in navigation proficiency between large, projected
displays and standard computer monit@&bknqvist, Tudoreanu, & Tsigas, 200Ban et al., 2004
Though, based on previous findings of greater benefits of automated navigation in desktop
environments rather than with more immersive displ@isngvist et al., 2008 the effects of
navigation could have been even stronger in a desktop version of this experiment.

Length of learning andetention times could also affect the results. As our entire learning session
and assessment took place within about thirty minutes, it is still unknown whether interactivity or
the level of environmental detail might have significant effects on learhithg ilearners use the
application for longer periods of time. Over a longer session, it is possible that learners would begin
to take better advantage of landmarks as memory cues, or use more refined movement patterns in
order to focus on certain piecekinformation. Since the majority of participants did refer back to

the locations of the information during the assessment, it is plausible that greater familiarity with
the environmental layout and landmarks could potentially allow locations to sernteoages
memory cues for the associated information. Additionally, it is still unknown how these factors
affect memory retention over longer periods of time after learning in a VE. It would be interesting
to study how memory of the environment and landmas&mpares to the memory of the
information itself at a later time. Further investigation is necessary in order to evaluate the claims of

the benefits of educational VEs and the value of using locations to aid learning.

Another interesting item for consideration is whether participants can use memories of locations as

memory cues for the associated information, or if knowledge of approximate location is enough.
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Though the scores for memory of exact information locatioeselatively low, many participants
still tried to refer to fact locations to aid recall. It is unknown whether these results suggest that
referencing locations was ineffective without strong memories of exact locations, or if the process

of thinking backto the layout or locations actually did benefit recall.

It is possible that learners need to be trained in what learning strategies to use when learning in VESs.
Though we did not instruct participants to pay attention to landmarks, participants did ememb
details from the learning environment. Training learners to make associations between landmarks
and information might increase the benefit of spatial presentations in VESs. If using this type of
strategy, since participants remembered significantly naor@marks with automatic navigation, it
seems plausible that navigation method could significantly affect learning outcomes.

Our resultsalso show that the usefulness of VEs may greatly depend on the individual learner, as
learning scores were positivatgrrelated with both spatial aptitude and video game usage. Learners
with lower affinity for spatial processing or game playing might actually be less successful learning
through a VE than they would be with more traditional presentations.

Further,opinions about the presence of landmarks and the nature of those landmarks clearly depend
on individual preferenceMultiple participants in the empty environment expressed that the VE felt
empty and indicated that they would have preferred additional objethte ispaceOn the other

hand, sme participants thought that all landmarks were distragtengen those that were
specifically desigad to relate to the informationuBothers were even able to uke generic, non

related landmarks to help them rememberinformation.

These resultsuggest that it may not be possible to desigimgle VE that works well for everyone.
Customization could be an important feature for certain types of educational VEs. We hypothesize
that many learners would prefer to cheasghich landmarks are associated with different pieces of
information. Similarly, as multiple participants discussed organization in the concluding interview,

learners may also appreciate the ability to organize information in space.

6.12 Conclusions of Experi ment IV

Through controlled experimentatiowe studied a collection of issues to help evaluate how users
learn new information within a VELhough increased levels of interactivity may provide learning
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benefits for more complex or exploratory forms of iheag, the results of this experiment do not
support the hypothesis that that interactive navigation affects learning positively. Our results

suggest the possibility that interactive control could even have negative consequences.

Though we did not instrucparticipants on what strategies to use in the experiment, many
participants did attempt to use locations to assist in learning or recall. Additional research is needed
to evaluate the effectiveness of different strategies, though previous work has pedistte

that mapping information to locations can improve re@ddiss et al., 199%Ragan, Bowman, et al.,

2012. Further investigation is needed to understand veldalitional factors will influence this

effect.

The results also demonstrate the importance of consideration for individual differences when
designing educational presentations. Even though participants were given time to practice
navigation and viewing imirmation in a VE, learning outcomes were correlated with both spatial
ability and video game usage. These results suggest that an educational VE may not be an ideal
presentation method for some learners. Additionally, though environmental details andrkedm

had no effect on learning outcomes, opinions of the types of environmental detail varied greatly
among participants. Overall, these results suggest the possibility that it may not be possible for a
single environment design to provide the best suplearning for any user. Further research is
needed to investigate whether a more flexible and customizable VE could better support a larger

audience.
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7  Experiment V: Considering the degree of view control
and system fidelity in spatial information exploration

7.1 Summary

As the previous experiments have studied relatively simple information layouts, we chose an
application for Experiment V thdully distributes information among three dimensions. In this
study, we used a data ansi/task with locatiomrontextualized scientifimformationenvironment

which broadenedur research to account fanother formof spatial information presentationghe
findings of thisstudy were published in the 20P2oceedings of Joint Virtual Regl Conference of
EGVE- ICAT - EuroVR(Ragan, Wood, McMahan, & Bowman, 2012

This experiment further addresghe issue o¥iew controlfor learning in 3D spaceandcompaes
partialy-automated view contrdgla targetbased travel techniquejith manualcontrol (a steering

travel technique)ln addition, thestudy compares high and low levels of spatial fideMiith the
steering technique, participants had a higher degree of control over movement, while the target
based travel technique was partiallyanated. We measured performance on data analysis tasks in
a complex underground cave environment supplemented with additional data. The results show a
significant interaction betweemnavel technique and level didelity, suggesting that steering may

be better suited for higiidelity VEs, and targebased navigation may offer advantages for less
immersive systems. The study also showed significantly worse simulator sickness with the higher
level of fidelity, with an interaction trend suggesting that @ifiect was intensified by the steering
technique. Though the higher degree of motion control afforded by the steering technique did allow

fasterdata analysisfrustration and sicknesdso increased.

7.2 Goals

Navigationis often an essential elemeoit VES, especially for thosdased inlarge or complex
spacesFor educational activities (as well as with any tasigers should be able to focus on their
primary tasks in the VE, rather than struggle with travel and wayfinding. But travelling through 3D
enviromments can be difficul{Sayers, 2004Smith & Marsh,2004, particularly when natural

locomotion is not available due to technological and space limitations. Even with more immersive
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VEs (such as heatiounted displays or CAVES), which often suppsoime degree of natural
physical view control through head tracking and/or surreaorden displays, many VEs still require

virtual navigation methods to access different locations.

As a common solutiorsteering travel techniquesllow for continuous contl of the direction of
movementD. Bowman, Kruijff, Laviola, & Poupyrev, 200%nd are generally easy to understand
(Mine, 1995. Nonetheless, steering techniques require adequate practice for efficief@tgise
Ruddle, Payne, & Jones, 199%an be slow for long distancés.g., D. A. Bowman, Dauvis,
Hodges, & Badrel999, and can cause users to become lost or disoriented within the.YE
Sayers, 2004 Researchers have explored a variety of alternative travel metaphors to address some
of these issues. In one such alternatieegetbased travel users need only indicate a specific
location within the VE and the system automatically moves the user to that IdgtiBowman et

al., 2005. While instant teleportation can be used for automated t{dehageg et al.1996),
another form of targdbased travel involves moving the user to the targeted location along an
automated rout€D. A. Bowman et al., 1997 These targebased travel techniques have been
shown to be less disorienting than the teleportation techiiggge D. A. Bowman et al., 199@nd

to be preferred over steering when travelling larger distajecgs Verhagen, 2008

Additionally, the effectiveness of travel techniques can depend on the display system itself, since
the features of immersive \8Ecould affect the travel technique and navigation decisAdtisough

this line of research is primarily concerned with spatial fidelity, which is related to both display
fidelity and interaction fidelity, we describe the differences in VE systems usintgtmdisplay

fidelity in the report of this experimerfive made this choice because the experiment considers
additional display properties outside of the previously defined scope of spatial fidelgp)jay

fidelity refers to the objective level of ssory fidelity provided by a syste(McMahan, Bowman,
Zielinski, & Brady, 2012 Though prior reearch indicates that targedsed travel may be better

than steering for some immersive applicati¢@g., Verhagen, 2008Zeleznik, LaViola, Acevedo

Feliz, & Keefe, 2002, these results may be limited to dis@ayith relatively high levels didelity.

In order to obtain a better understanding of the effecthsplay fidelityon targetbased travel and
steering techniques, we conducted a study comparing a-baged travel technique to a pointing

based steérg technique in two contrasting levels of immersion using a-$aled CAVEtype
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display (seeFigure 29). The highimmersion conditions displayed dent on all four walls with
stereoscopy, and head tracking was enabled. Thenorersion conditions displayed content in

mono on only one wall, and did not support h&adked viewing.

For the context of our experiment, we implemented a-elgpéorationenvironment based on an
underground cave environment. The VE was developed in collaboration with NASA as a prototype
of an application for exploring extraterrestrial caves and terrains. Asnfanmationrich
environmentD. A. Bowman et al., 2003 supplemental visual data was presented throughout the
virtual cave. We evaluated user performance for two types of data analysis tasks (searching and data
relationship identification) assessed petisk memory of responses, and monitored simulator
sickness.

The results of our study indicated that the steering technique allowed for faster data analysis, but
with the possible risk of increased frustration and simulator sickness. Wéoalab a significant
interaction between travel technique and the level of immersion, suggesting that steering may have
been better suited for the higher level of immersion in our task context. The results also indicated
that the high level of immersiondnced significantly worse simulator sickness than the low level,
especially with the steering technique. While users might be able to achieve greater performance
with manual steering techniques, partiadiytomated alternatives might be preferred by thase

are more susceptible to simulator sickness. These results contribute towards a greater understanding
of how travel techniques and the level of immersion affect both user performance and comfort in
3D VEs. Through investigation within the context ofuakdata exploration, this research broadens

the knowledge of the relationship between displays and travel within a complex visualization

environment.
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Figure29. User in the virtual dataxploration environment.

7.3 Hypotheses

Based on the results of previous studies that showed performance improvements with navigation
(e.g.,Chance et al., 199&Ruddle, Payne, & Jones, 199%earching(e.g., Pausch, Proffitt, &
Williams, 1997 2004, and data analysis taskesg.,Arns et al., 19992004, we hypothesized that
participants would perform better on the data analysis tasks in thdidedjty conditions. We
expected that the higher FOR provided by additional display surfaces would make it easier to find
minimum or maximum data values and to investigate trends and relationships among multiple data
types. As previous studies have shown that jghywview rotation helped users to learn spatial
layouts and effectively navigate 3D spa¢€bance et al., 199&uddle et al., 1999 we predicted

that the high FOR would provide the same effect. In addition, we expected head tracking to help
participants to more easily view around corners and obstructions to more efficiently complete the
tasks. We expected this benefit to be further increased by stereoscopy, as previous research has
shown increased advantages in spatial inspection tasks when aterdewead tracking are used
together(Ware et al., 1993

For travel techniques, we hypothesized an interaction with the levdispfay fidelity Steering
provides a higher degree of control for accessing areas and precisely manipulating the view, but

efficiently controlling the vew can be difficult in complex 3D spaces. As our VE was a complex
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cave with intersecting passageways and elevation changes, we hypothesized that steering would be
problematic with lowfidelity, and thathe additional display surfaces available in the Hidality

condition would make it easier to take advantage of the increased level of control. Thus, we
expected steering to allow better performance in-figglity and the targebased technique to be

better in the lowfidelity condition.

7.4 Task

To study he effects due to the level display fidelityand type of travel technique on a visual data
analysis context, the experiment involved two types of analysis tasks in a simulated underground
environment representing a cave system. The environment was supplemented with multiple types of
information thatwere mapped to specific locations. Participants explored the environment and data
to determine the answers to questions about the data points. The first task was based on a single
type of data representation in isolation (i.e., one at a time), whileettue@ explored relationships

between pairs of different representations.

7.4.1 Environment and Data Representation

The experiment environment was designed to resemble an underground cave with branching
passageways of open chambers of various skigsire 30 shows a toglown map of the cave
layout. The elevation varied throughout the cave environment, thus full 3D navigation was required
to reach all areas.HE VE was textured with a rocky texture, as can be seen in the views from
within the VE shown irFigure31.
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Figure30. Top-down map of cave layout with area labels.

In addition to the geometry of the environment, the VE contained several simulated data sets that
might be collected in an underground environment. Three general visualization types were used to

present the dat@oint clouds, 3D bars, and area markers.

Temperaturevalues were presented as points in a sparse point cloud that lined the surfaces (walls,
ceilings, and floors) of the cave. Each point was represented by a small sphere at the 3D location
where the tempature reading was said to be sampled. Each point had a textual label indicating the
exact temperature value and was colored along a-rbtliegradient, with the exact color
corresponding to data value. Pure blue represented the lowest global temperatpreearst

represented the highest in the environment.

Iron contentwas represented in a similar fashion throughout the cave, with small, labeled data
points at the sample locations. Instead of spheres, these values were represented with small cubes

and raanged in color from yellow (for low values) to red (for high values).

We describedubsurface deptlas a measurement relatitggdensity of the rock under the surface,
as might be measured with groupenetrating radar. Stdurface depth was presented asgled
along areas of the cave floor. Values were visually represented in a fashion similar to a 3D bar

graph. Each data point on the floor was represented by a bar with its height from the floor being

116



directly proportional to its value. Like temperaturearon content, the specific numerical value
was presented in a textual label above the bar. In addition, the bars also varied along a color

gradient, with lower value bars being yellow and higher value bars being green.

Additionally, several large, paaliy transparent cloutike spheroidsvere scattered throughout the

VE as area markers, providing information about the general area rather than about specific point
samplesEachmarkerhad its @ta value presented as a billboarded text laliwlee typesof area

markers were presented: area ngngas concentrations, and mineral concentrations. Markers of
each type had consistent sizes and colodependent of the data valueBjue markers presented

gas concentrationsvith numerical percentages for oxygen and nitrogen content. Orange markers
presentedmineral concentrationsThe labels for these markers showed textual indicators of the
relative |l evels of zinc and sili comhicgmtendr, i

high. o

Red area markers were used to pro\adea namedor certain regions of the environment. Each
area name was simply an alphabetic label that corresponded to the location in the cave. Letters were
unique and in alphabetical orderrasich as possible (séégure 30; perfect alphabetical order was
not possible due to branching passageways). The area name markers could be usealrds foayp
navigation, and the area names allowed participants to easily refer to certain areas of the VE during

assessments.

For interactive viewing, the data sets were grouped into four main representation groups:
temperature, iron, suturface depth, aharea markers. Each group could be individually toggled on
and off by pressing a button on the wand controller, so any combination of data types could be
visible at the same time.
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Figure31. Two views from within the virtuatave. Small data cubes represented iron content and large area markers
represented element concentrations (top). Checkered boxes were used as markers-bastatgesvel, green bars

represented suburface depth, and small data points represented tatopes (bottom).

7.4.2 Search Task

In the first task, participants completed trials that each used only one data type in isolation.
Participants were asked to find either the absolute highest or absolute lowest data point for the given
data type. They wergiven up to five minutes to freely search the environment and find the data
point, with regular verbal notifications of the time remaining. For each answer given, participants
reported three items: the highest or lowest value found, the location of liratoyathe area name,

and an estimate of their level of confidence (as a percentage) that the given value was correct.
Answers could be given from anywhere in the VE; that is, the participant did not have to be at the

correct location to give an answer.

To encourage fast responses, participants were allowed to give multiple guesses for their answer.
The experimenter instructed participants to report an answer once they had reached approximately
70% confidence. After each guess (reporting the value, locamd confidence), the experimenter

informed the participant if the guess was correct or incorrect. For incorrect answers, they were not
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told whether the location was corréabnly that the entire guess was incorrect. This continued until
either the partipant found the correct value or the time limit was reached. To prevent random
guessing, when a participant correctly reported the correct value and location, participants were then
required to travel to that location and point to the correct data vdltee kime expired before
finding the correct value, the experimenter told participants the correct answer and required
participants to move to that correct location before giving the next question. This ensured that all

participants began each questioonirthe same area.

While completing this search task, participants were also asked to remember the areas where they
found the extreme values and the corresponding data type for all six questiortasiPasemory

served as a metric related to mental worétlaad the effectiveness of the visualization condition.

After completing all search tasks within the VE, participants completed a memory assessment. This
assessment was conducted on a separate laptop computer and asked several questions about which
areas hd the highest or lowest values for a given data type. The assessment tool included a top
down map with the area letters labkdl (as inFigure 30) to help participants think about the

locations in the VE.

Multiple performance metrics were collected for the search task. A correctness score was calculated
as the total number of questions answered correctly (with both the correct area name and the correct
minimum or maximum value). Additionally, an error metric was calculated by summing the relative
errors for the all questions. Relative error for each question was determined by first finding the

di fference between t he patanswerjapdathen thking tbhelratica st ¢

that difference to the range of possible values for that data type.

Also, a time score was calculated to take speed into consideration. The time score was calculated by
summing the amounts of time taken to correcthgveer all questions. If the participant did not
correctly answer the question within the fivenute time limit, a penalty time of ten minutes was

instead added for that question.

Finally, the postask memory metric was calculated as the sum of correuiean for the memory

test.
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7.4.3 Data Relationship Task

The secad task built on the first | everaging the participantso
types and locations with high and low values. For this task, participants were asked to compare two
different data types and indicate if and how the data values were related througfititaeave.

Three relationship types were possible: direct relation, inverse relation, or no relation. For example,
if iron content was relatively high in areas of the VE rehemperatures were relatively low, then

iron and temperature values were considered to be inversely related. The two data types were
directly related if both values were generally high (or low) in the same places. Data types were said
to not be related the relationships between high and low values were generally inconsistent among
multiple locations in the cave. Because relationships were based on correlations between values
throughout the entire VE, it was necessary to investigate many differentimm@a®r to make a

decision.

This task included six trials, each with a faumute time limit. Because there were only three
options for the answer, participants were not allowed to make multiple guesses; only one answer
was permitted. Participants weggain required to estimate a percentage for their level of
confidence along with their answers. After each answer was given, the experimenter informed the

participant of the correct answer

Similar to the memory component of the search task, participaers also asked to remember the
correct relationships for all questions. As with the search task, the additielagkimemorization
requirement helped gauge mental workload. The format of the assessment was identical to that used
in the search task, witharticipants supplying answers on a laptop computer outside of the VisCube.
As with the search task, the paask memory score was calculated for the relationship task as the

number of correct responses on the memory test.

In addition, two performance rres were calculated for the task. A correctness score was
calculated as the sum of correctly answered questions, and the total time was the sum of times taken

to answer the questions.
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7.5 Participants

University students (undergraduate and graduate) affdretenbers were recruited as participants.

We ran 39 participants in total, ranging in age from 19 to 53 (median age was 24, with three
participants above 30), with a gender split of 22 males and 17 females. Participants were balanced
across conditions byoth gender and their reported level of experience with data analysis and
scientific visualization. Twelve participants constituted the group reporting prior visualization and
data experience. Participants represented a number of different disciplindge (fanst common
disciplines: 15 from computer science, seven from psychology, six from industrial systems

engineering).

Seven participants had to withdraw due to simulator sickness, leaving 32 participants that were
balanced across the four conditiongygiin each) by gender and experience. Of the participants
who had to withdraw, all but one was female, and five of the seven were in the condition with high

fidelity with steering navigation.

7.6 Apparatus

This experiment wasonductedusing a VisBoxVisCube a surrounescreen CAVEtype display
composed of three rearojected display walls and a tqpojected floor. Each of the four display
surfaces waslOx10 feet with 1920x1920 resolution. Four projectors (EPSON PowerLite Pro
Cinema 9500UB) were used to desp visuals on each surfaceith two projectors projecting
overlapping images on each vertical half. Stereoscopy was enabled for tHeléligyh conditions
through Infitec passive stereo glasses. In the-fldelity conditions, participants wore blinder
glasses that limited the field of view to match that of the Infitec glasses (the same Infitec glasses
were not used to avoid issues with the passive color filtering). An Intersense 1S900 motion tracking
system was used to enable head tracking in thefldghty conditions. Both navigation techniques

used a tracked wireless wand.

The VisCube was driven by four display nodes, each with two Intel Xeon E5520 2.26GHz
processers, two nVidia Quadro FX5800 GPUs, and 8GB RAM. The VE was implemented in X3D
and ranon the Instant Reality Instant Player. Frame rate varied depending on the number of
currently visible data types, but because participants all completed the same tasks with the data, rate

variability was relatively consistent among participants.
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Participants completed the memory assessments outside the VisCube on a laptop computer with a

standard mouse.

7.7 Experimental Design

This experiment followed a 2x2 betwesunbjects design for level daisplay fidelity and travel

technique, resulting in four total catidns.

The level ofdisplay fidelitywas varied by controlling the immersive display features available to
participants for the tasks in the VEne highfidelity condition had stereoscopic rendering and head
tracking, and used all four screens of theGtibe. In the lowfidelity condition, head tracking and
stereo were not enabled, and only the front wall of the VisCube was used. To control fof-field
view limitations imposed by the stereo glasses, users in thdidelity conditions wore blinder

glas®s, which restricted field of view to match that of the stereo glasses.

Two travel techniquesvere evaluated steering and targddtased travel. The steering technique
allowed users to control exact positional movements, as well as rotation around tted a&rs.
Participants controlled translation by physically pointing the wand controller in the direction they
wanted to travel. Moving the wand contfroll er
controlled forward or backward movement in the physpahting direction of the wand. Rate

controlled rotation was controlled by moving the joystick to the left or right.

With the targebased technique, participants could still control rotation by moving the joystick to
the left or right. However, rather thdaving the ability to move to any position, participants could
only move to one of the adjacent glaced waypoint locations. The cave contained 19 waypoints,
represented by large checkered cubes Fsggre 31, bottom). Participants could select an adjacent
waypoint by pointing towards the marker (pointing did not have to be exact, as selection was based
on conecasting). By default, waypoint markengere black and white, but a marker turned black

and green when selected. Participants could then automatically transition to the selected waypoint
by pressing a dedicated button on the wand. A separate button made it possible to toggle the

visibility of the waypoint markers (in case the markers occluded any of the actual data).
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7.8 Procedure

Participants began with a short survey to provide background and demographic information. Next,
participants were given a cube comparison test from the Kit of FRetieeenced Cognitive Tests

(1976 Edition) to provide a measure for spatial ability. Participants were then introduced to the
display and equipment. To explain the interaction and tasks, a practice cave environment was used.
The practice VE was similar to that the real tasks, but was smaller, simpler, and textured
differently. The practice VE contained the same data representation types, but with different values

and data relationships from those of the real task VE.

For participants in the highidelity conditions, the experimenter explained stereoscopy and head
tracking, having participants practice physically moving to use the head tracking. The experimenter
also taught participants how to use the travel technique chosen for their condition. 3@l in t
practice VE, participants were given a tutorial on the different data types and how to toggle them on
and off. Participants were given a paper map of adtapn view of the VE, complete with labels

for area name letters, and shown how to use the doets laorrespond to the layout. After this
introduction and familiarization, the experimenter described the search task and guided the
participant through two practice trials. The memorization component was then explained, and

participants were shown an emple assessment on the laptop computer.

Participants were then introduced to the real experiment environment and allowed to explore with
the use of a paper map. Because participants would not have a map for the experiment tasks,
participants were requirdd demonstrate reasonable familiarity of the VE layout before beginning

the search task. For this, the experimenter required that participants successfully travel to several

specific areas without the map.

Participants then completed the search task, vi@tb by the memory assessment. After a short
break, participants were then instructed on the relationship tasks and performed two practice runs in
the smaller practice environment. They were given a moment to regain their bearings in the real
environment biere completing the data relationship task and the memory assessment. Finally, the
experimenter verbally interviewed participant about task strategies, challenges, preferences, and any

sickness or discomfort. The entire experiment session lasted appmyitaai hours.
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Study approval documents, questionnaires, task instructions, and questions for Experiment V are

included in appendix E

7.9 Results

We analyzed the results of both experimental tasks to test for effects due to the kdeplayf

fidelity and travel technique. In addition to task performance metrics, we also considered participant
simulator sickness, spatial ability scores, gender, and data analysis experience. For effect testing, we
concluded that independent factorial ANOVA (analysivafiance) tests were the best choice for
statistical analysis of performance metrics. While not all metrics met the assumptions of normality
and homogeneity of variance, the alternative-parametric methods (ordinal logistic regression

with maximum likelhood estimation) fitting our experimental design were not appropriate for our
sample size (sg&liason, 1993Long, 1997).

7.9.1 Search Task Results

An independent factorial ANOVA for effects of travel technique Baelity on search correctness
score found a significant effect &tlelity, with F(1, 28) = 6.81 and p = 0.01. Correctness scores
were ggnificantly higher with lowfidelity (M = 5.38, SD = 0.81) than hididelity (M = 4.63, SD =
0.81) wi t h Co h &hedestfodnd mo effect Qud to travel technique, with F(1, 28) = 0.76
and p = 0.39, and no interaction between travel techniquieligplay fidelity, with F(1,28) = 0.76

and p = 0.39.

The ANOVA for effects on error also found a significant effectlisplay fidelity. The lowfidelity
conditions (M = 0.02, SD = 0.04) had significantly lower error than haglity (M = 0.16, SD =

0.23), with F(1, 28) = 6.@nd,p = 0.02 though the effect size was small (d = 0.1 significance

was found for the effect of travel technique, with F(1, 28) = 1.85 and p = 0.19, though the target
based technique (M = 0.05, SD = 0.07) did have lower ¢nem the steering technique (M = 0.13,

SD = 0.24). No significant interaction was found, with F(1, 28) = 0.84 and p = 0.37.

The ANOVA for time scores found no significant effects for eittigplay fidelity, with F(1, 28) =
2.78 and p = 0.11, or travigdchnique, with F(1, 28) = 1.83 and p = 0.19. Though not significant, the
low display fidelity conditions had faster times (M = 1105, SD = 548) than the fidghty (M =
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1392, SD = 421), and the steering conditions had faster times (M = 1132, SD h&8il)d target
based travel (M = 1365, SD = 458).

For postsearch memory, the ANOVA found a significant interaction between travel technique and
display fidelity, with F(1, 28) = 5.46 and p = 0.0Bigure 32 shows the interaction. A pekbc

St u d etest iiidEatet that the condition with hidtsplay fidelityand steering was significantly
different from the lowfidelity condition with steering(Cohen 6 s d .=Condiderlhg dhe
memorization component as a secondary task to the primary search task, the memorization results
could be attributed to differences in mental workload while navigating. The interaction graph (see
Figure32) suggests that steering may be better suited forfidglty VEs, and targebased travel

may offer advantages for less immersive systems.

Post-Task Search Memory Scores

,‘ Y 4

- —Target-based

Mean Score

Error bars
show standard
0 error of mean

Low fidelity High fidelity

Figure32. Interaction effect between travel technique disghlay fidelityfor search memory scores.

We also tested for correlations with reported computer usage, reported gaming hours, experience
with visualization and data analysis, and spatidltalscores. Aond ai | ed Spear manos
showed that search correctness scores were significantly correlated with gaming kdu@5(and

p = 0.02). A significant ontailed correlation was also found between time scores and gaming hours

(4 =-0.332, p = 0.03). These correlations show that participants who played more games generally

had superior performance in terms of both time and accuracy.

No significant correlations with the task metrics were found for the other factors.
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7.9.2 Data RelationshipResults

An ANOVA for effects of travel technique ardisplay fidelity on relationship correctness scores
found no significant effects for travel technique, with F(1, 28) = 1.07 and p = 0.31, disiay
fidelity, also with F(1, 28) = 1.07 and p = 0.3do interaction was detected, with F(1, 28) = 0.04
and p = 0.83.

An ANOVA for total task time found a significant effect of travel technique, with F(1, 28) = 4.92
and p = 0.03, showing that participants performed significantly faster with the steerinigjgechn
(M =696, SD = 218) than with the targesed technique (M = 879, SD = 23@jth d = 0.80 No
significant effect on task time was found for the levetlisplay fidelity, with F(1, 28) < 0.01 and p

= 0.96, and no significant interaction was foundhw(1,28) = 0.13 and p = 0.72.

Testing for effects on posask relationship memory, an ANOVA found no significance for travel
technique, with F(1, 28) = 0.50 and p = 0.49, ordaplay fidelity, with F(1, 28) = 1.62 and
p=0.21. There was no evidenckan interaction between the variables, with F(1, 28) = 1.62 and p
=0.21.

As with the search results, we also tested for correlations with experience with visualization and
data analysis, reported computer usage, reported gaming hours, and spalyab@ddis. Tests

found no significant correlations with metrics for the relationship task.

7.9.3 Simulator Sickness Results

Though we did not expect high levels of discomfort and it was not our intention to evaluate
simulatorsickness, many participants did expace discomfort or sickness. Before the experiment
began, participants were informed of the risks of sickness in the VE and were asked to report any
discomfort at any time during the study. The experimenter also asked participants how they were
feeling dter tasks, making sure they knew they had the option to stop at anyltimegh analysis

of the effects of travel technique and leveldidplay fidelity only considered the 32 participants

who completed the entire experiment (all questions from botkateh and relationship tasks), the
seven participants who stopped the study early due to sickness were also considered for the
simulator sickness effects. In addition to reports during the experiment, the exit interview also asked

about any negative syrngms.
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A simple simulator sickness metric was calculated by assigning a sickness rating from zero to three.

A rating of zerowas givenfor no reportedsicknessor discomfort. A rating of one was givdor

slight discomfort(e.g., minor headache or eye stjaA rating of two was giverior a level of
discomfort that was high (e.g., nausea or more severe headache), but tolerable enough to complete
the experiment. A rating of three was given for participants with sickness levels so high that they
didnotf i ni sh the study (either by the experi mente

We tested for effects of travel technique afigplay fidelity on sickness witltwo-way ordinal
logistic regression. Thikelihood ratiotestindicated a significant effedf display fidelity, with ¢
= 7.34 andp < 0.01. The test found no significant effect of tratethnique with ¢ = 0.08 and p =
0.77.

The test also found no significant interaction between travel techniqudisiay fidelity, with 67

= 2.18 and p = 0.14. However, we suspect that the interaction could have been significant with more
participants. Figure 33 shows this interaction gphically. In the two highdisplay fidelity
conditions, sickness was worse with the steering technique, though travel technique did not seem to
affect sickness levels in the lodisplay fidelity conditions. We hypothesize that the additional
movements allwved by unrestricted manual control (i.e., the abilities to change elevation level at
will, move along swerving or jagged paths, or collide with surfaces) intensified the discomfort

associated with the more immersive display conditions.

Another possible exanation for the higher levels of sickness in the condition with fidlgtity and
steeringbased travel could relate to participant gender. A-tiled pointbiserial correlation
between gender and sickness showed that female participants had sidyificgimer levels of
sickness, witlr = 0.38 and p = 0.02. This result agrees with other documented cases where females
became sicker than males in V{sg.,Jaeger & Mourant, 200Mourant & Thattacherry, 2000

For our evaluation of effects on task performance, we balanced participants across conditions by
gender for the 32 participants who completed ¢hére experiment. A participant who did not
finish was replaced by another participant of the same gender. Participants who had to stop early
were not included in the analysis of task metrics since they provided incomplete data, but they were
included inthe analysis of sickness effects. In our study, multiple females in the condition with high

display fidelityand the steering technique got sick and stopped early, resulting in more females to
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replace them in this condition. Consequently, gender wasatanded for the analysis of sickness
effects, and gender was confounded with the experimental conditions for the sirauglatess
analysis. Thus, while females did experience worse sickness overall in our study, this could have
been a side effect of thieigher fidelity, since more females were in the hidisplay fidelity

conditions.

Relating back to the task performance results, the sickness effects could explain the significant
search performance detriment due to higlisplay fidelity. Considering onl the 32 participants

who completed the entire study,armrar amet ri ¢ Spear manés test did
correctness scores and sickness. With -0.30 and p = 0.10, participants experiencing worse
sickness did tend to earn lower searclrasgthough not significantly).

We also tested for a relationship between reported video game usage and sickness. We found no

significant correlation, withh =-0.03 and p = 0.88.

Mean Sickness Ratings

~
¥

—Steering

~

—Target-based

/ Error bars
I show standard

0 error of mean

Sickness Rating

o

Low fidelity High Fidelity

Figure33. Interaction between travel adisplayfidelity for simulator sickness.

7.10 Discussion

While many controlled studies have found evidence optiential benefits of immersiwEs for a

variety tasks (including navigation and data analysis), our results show that these effects depend on
other factrs beyond display features. The results of the search task in our study show that
performance (in terms of correct identifications) was significantly worse in thefidejity
conditions. We suspect that this was due to the simulator sickness effesiskrness was also

significantly worse with higldisplay fidelity. Thus, this study shows that itilmportant to consider
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the costs (in this case, sickness) for featld dataanalysis tasks when trying tonprove
performance through increaskdelity. Though the increased FOR provided by more screens in the
high fidelity condition allowed for physical rotation and may have made visual scanning easier, it

also may have been visually overwhelnéngspecially with the motion associated with travel.

Discomfrt with the visual experience may have been worsened by the unfamiliar geometry of the
environment, which had jaggestiged walls, irregularly sized pathways, dips, and inclines. Many
participants provided specific details about what features of the \{Ebieeved to contribute to

their discomfort. Multiple participants reported that the changes in elevation were the most
unsettling. This response was worse in the -higielity conditions due to the floor projection
surface, and some participants everysitally stumbled in reaction to elevation changes. The
texturing of the virtual cave was also mentioned, which agrees with previous findings of sickness
problems due to texturgdaeger & Mourant, 2001 Further, several participants mentioned that

they felt worse when travelling faster.

As for the travel techniques, the higher degree of navigatiam@tat afforded by the steering
technique did allowasterperformance in the dat@lationship task. Steering helped participants to
continuously scan areas of the VE to compare data types, which we believe made it easier to
identify relationships, whilé¢he targetased travel lent itself towards more segmented inspection.
However, sickness results suggest that steering also increased the risk of simulator sickness in the
high-fidelity condition (sed-igure 33). Our observations and interviews led us to believe that this
was primarily because steering allowed both translation and rotation simultaneously, which
previous research has shown can béleratic and lead to sickneBonato, Bubka, Palmisano,
Phillip, & Moreno, 2008. The targebased method, on the other hand, separated translation and
rotatiord automating translation to waypoints and only allowingw rotation from a static
position at a waypoint. To add to the problems with steering, the higher degree of control allowed
participants to make jagged movements, creating more jarring visual experiences. Steering also
made it possible to collide with eéhsurfaces of the virtual cave, which introduced unexpected

pauses in motion.

The significant interaction between travel technique and levelisgiay fidelity for the search

taskds memori zati on c o +‘bgsedrsteenitg maybe lptbeaigetd ®r highh at  p o
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fidelity VEs, and targebased travel may offer advantages for less immersive systems. We
hypothesize that the pointifgased steering was easier with hfglelity because of the additional
display area available with all four screerisvas surprising that the memory results did not show
evidence of benefits of increaseédsplay fidelity for targetbased travel, since we expected the
physical rotation supported by the surrounding FOR to make it easier to find and point to waypoint
markes. However, this finding was similar to the interaction effect observed in the navigation study

by Elmqvist et al(ElImqvist et al., 2008for varying levels of steering control.

For navigation in real VE applications, the speed benefits of steering may not be worth the
discomfort. However,samany participants did not experience sickness effects, many users of real
applications could potentially take advantage of greater motion control without negative
consequences. Our results suggest that tiaped travel (or other partially automatedvéd

techniques) may be more appropriate for users who are more susceptible to simulator sickness.

7.11 Conclusions of Experiment V

Travel in complex 3D VEs can be difficult and disorienting, and can even induce sickness. By
studying the relationship betweaaxel techniques (steering vs. tarpased travel) and the level of
display fidelity (high vs. low) in a controlled experiment, our work contributes to a better
understanding of the tradeoffs between task performance and user comfort for tasks in 80Orspace
our study, participants completed two data analysis tasks in an informatiovirtual cave. The
results showed worse performance in the liigplay fidelityconditions, which we suspect was due

to the increased levels of simulator sickness indumethe immersive display features. While the
steering technique helped participants to more quickly identify relationships between data types,

steering also intensified sickness responses in thefidiglity condition.

While interviews with participantsevealed multiple explanations for the high levels of simulator
sickness, additional studies are needed to test methods for reducing sickness effects. For example,
as the floor display surface seemed to cause discomfort with elevation changes, it would be
interesting to study whether participants would actually prefer to travel in a swsorgeh VE

without a floor.
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Another issue for consideration is how the nature of the visual data analysis task affected the results
of our study. Bdata eepresentations, pdrticigants veere lalhast always looking
through a large number of visual objects with irregular distributions and contrasting colors. Future
research could investigate whether a more sparse or simplistic VE would affect the imba&ct of

immersive display components or the ability to effectively navigate with different techniques.
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8 Case Studyfor Designing Spatial Information
Presentations

8.1 Summary

Based on the findings of the five experimertiss step involve a case studfor the use of spatial
information presentations to suppdetrning Our previous studies have been tightly controlled
evaluations of specific design factors (e.g., spatial vs.-spatial distributions 1D spatial
distribution vs. 2D spatial distribution, saundscreen display vs. single screen, automated
viewing vs. interactive viewing). But to allow controlled evaluations, the learning activities were
often limited to those that suited the goals of the experineatcasestudy,we tookthe principles
learned about spatial information presentatifmesn previous studiesnd appkd them in the
development of an educational environmiemtlearninga real history lessonWe then conducted a
small usability evaluation to refine our developed design guieli

8.2 Goals

This research explores design factors for 3D educational environments and considers factors such as
information layout, environmental detail, travel techniques, spadialfidelity. As a case study in

design, we went through the design andeflg@ment process for a more realistic educational
application. With this approach, our goals were to refie design principles and to better
understand how they could be applied to real applications.

Because application use and design can be affdugtetifferences in display characteristics and
interaction techniques, we chose to develop both a laptop version and a more immersive version of
the educational application. We sought to investigate whether differences between systems affect
how learners eplore the information space and make sense of spatiedsented information, and

we wanted to explore how effective the same spatial design would be when applied to both types of

displays.

After the design and development of the application, the casly staluded a small usability
evaluation of the application design. For this evaluation, we asked six participants to use the

application for a learning activity. After this activity, we interviewed participants about specific
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