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Abstract
Combating fake news and misinformation propagation is a
challenging task in the post-truth era. News feed and search
algorithms could potentially lead to unintentional large-scale
propagation of false and fabricated information with users be-
ing exposed to algorithmically selected false content. Our re-
search investigates the effects of an Explainable AI assistant
embedded in news review platforms for combating the propa-
gation of fake news. We design a news reviewing and sharing
interface, create a dataset of news stories, and train four inter-
pretable fake news detection algorithms to study the effects
of algorithmic transparency on end-users. We present eval-
uation results and analysis from multiple controlled crowd-
sourced studies. For a deeper understanding of Explainable
AI systems, we discuss interactions between user engage-
ment, mental model, trust, and performance measures in the
process of explaining. The study results indicate that explana-
tions helped participants to build appropriate mental models
of the intelligent assistants in different conditions and adjust
their trust according to their perceptions of model limitations.

Introduction
Artificial intelligence (AI) algorithms are used in a variety of
online applications from product recommendation and tar-
geted advertisement to loan and insurance rate prediction.
However, as AI-based decision-making is directly affecting
people’s lives, the accountability and fairness of advanced
AI algorithms are under question. In recent years, the need
for algorithmic transparency is gaining more attention to
enable accountable AI-based decision-making systems. To
this end, Explainable AI (XAI) techniques (Gunning 2017)
have been introduced to annex transparency into black-box
machine-learning algorithms. Interpretability can help users
to build a mental model of how algorithms work and build
appropriate trust in intelligent systems Rader et al. (2018).

In the social media domain, news feed and search algo-
rithms function similar to decision-making algorithms, as
users are exposed to algorithmically selected content (Trielli
and Diakopoulos 2019). Blindly trusting algorithmically-
curated news could potentially lead to unintentional large-
scale propagation of false and fabricated information with
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users being exposed to false content and its re-sharing
through social media. Human review of news and data min-
ing techniques for fake-news detection and debunking are
commonly being practiced as primary approaches to reduce
fake news in social media. However, reviewing the life cy-
cle of news in social media reveals opportunities to com-
bat the propagation of fake news within news-feed plat-
forms (Mohseni, Ragan, and Hu 2019). For example, AI-
based news review assistant tools can be embedded in news
feed platforms and have the potential to benefit users by pro-
viding direct suggestions related to news credibility rather
than automatic organizational news debunking. Neverthe-
less, proposed AI-based news assistants could raise concerns
about possible algorithmic biases and errors causing distrust
for users. Therefore, machine learning explanations could be
used as tools to help users to build justified trust in intelli-
gent assistants.

Our research objective is to study the effects of trans-
parency for fake news detection through an XAI assistant
for news review applications and social media. We inves-
tigate whether the interpretability of the fake news detec-
tor algorithm could enhance users’ overall experience and
result in increased credibility of user-shared news. We also
aim to examine whether model explanations can help users
to avoid overtrusting the fake news detector when explana-
tions are nonsensical to users. We formulate our goals into
the following research questions:

• RQ1: Do AI and XAI assistants help end-users share more
credible news?

• RQ2: How do AI explanations affect users’ mental mod-
els of intelligent assistants?

• RQ3: How do AI explanations affect end-users’ trust and
reliance in intelligent assistants?

To address these research questions, we designed a news
reviewing and sharing interface with a built-in interpretable
fake news detector (AI and XAI assistants) for end-users and
run a series of evaluation experiments. The study results in-
dicate the complexity of the fake news detection problem
and the limitations of current model interpretability tech-
niques for this task. Though the addition of explanations to
our system did not improve user task performance, we ob-



served that explanations helped participants’ to build appro-
priate mental models of the intelligent assistants in different
conditions and adjust their trust accordingly based on their
perception of model logic.

Related Work
Machine learning algorithms are heavily used in online plat-
forms and social media to analyze user data for improving
user experience and increasing corporate profit. However,
the lack of transparency can raise data privacy and model
trustworthiness concerns in critical domains, and hence po-
tentially decreases user trust and confidence in the long
run (Mohseni, Zarei, and Ragan 2019). In this regard, re-
searchers study the communication of algorithmic processes
in various domains such as online advertising (Eslami et al.
2018), social media feeds (Eslami et al. 2015), and person-
alized news search engines (ter Hoeve et al. 2017). This sec-
tion briefly reviews machine learning and human-computer
interaction papers related to the explainable news feed and
fake news detection systems.

Interpretable Fake News Detection
Reviewing machine learning techniques for misinforma-
tion detection shows diverse directions like style-based ap-
proaches to detect deception-oriented writing (Rubin and
Lukoianova 2015) and hyper-partisan content (Potthast et
al. 2017). To incorporate more data for representation learn-
ing, Shu et al. (2017) included news publisher informa-
tion, user stance, and user engagement together in their Tri-
Relationship fake news detection framework. In other work,
Popat et al. (2018) used the Google search engine to directly
collect similar instances from the web with a sentence sim-
ilarity as the measure. Their technique leverages external
news articles to gather evidence from online sources.

Multiple research efforts have shown that algorithm inter-
pretability could potentially improve user attitudes toward
algorithms. Du et al. (2019) categorized interpretation meth-
ods to explain predictions of Natural Language Process-
ing (NLP) models into four categories of back-propagation
based, perturbation based, local approximation based, and
decomposition-based techniques. Back-propagation based
methods calculate gradients or variants of gradients of a
model prediction with respect to each input (Hechtlinger
2016). Gradient values for each word in the input can rep-
resent its contribution to the model prediction. Alterna-
tively, in perturbation based techniques, the occlusion of in-
put text can cause changes in the model prediction result-
ing to estimate word contributions (Li, Monroe, and Juraf-
sky 2016). Unlike the other two techniques, decomposition-
based methods can model the data flow process by calcu-
lating the additive contribution of each input word to fi-
nal prediction (Murdoch, Liu, and Yu 2018). Lastly, lo-
cal approximation-based methods can explain a complex
model’s predictions by approximating its behavior around
an input instance (Ribeiro, Singh, and Guestrin 2016).

Recent interpretable fake news systems have shown ad-
vantages of interpretability for fake news detection, includ-
ing helping end-users to find model weaknesses so that users

can build an appropriate level of trust in model predictions.
For instance, XFake detector in (Yang et al. 2019) uses a
tree-based model visualization to explain the overall deci-
sion paths for input news instances. In another paper, Shu
et al. (2019) provide feature-based explanations for impor-
tant user comments from relevant news articles for user in-
terpretability on fake news detection. However, While these
models achieve moderate performance (i.e., below 80% de-
tection accuracy) in detecting fake news, it remains uncer-
tain that how would model explanations help end-users in
detecting fake news. In this paper, we designed a news re-
view environment with built-in explainable to study the ef-
fects of algorithmic transparency on human-AI collabora-
tion for fake news detection.

Explainability for Users

Multiple studies on transparent AI explore design choices
to build accurate mental model of algorithms and adjust
end-users trust in AI systems. For instance, Kocielnik et
al. (2019) investigate the accuracy indicator, example-based
explanation, and user control as design choices to improve
human-AI collaboration. Their findings indicate that users’
perception of control had a significant positive effect on
user trust. In the evaluation of XAI interfaces, Poursabzi
et al. (2018) present a comprehensive evaluation study for
users’ mental models (via user prediction task) and trust (via
user agreement with AI) in interpretable models. Their re-
sults indicate the positive effect of interpretability on par-
ticipants’ mental models, however, they did not observe im-
provement on user trust. On the other hand, Papenmeier et
al. (2019) show users could potentially lose trust in AI when
exposed to low fidelity explanations.

To gain insight into whether news recommendation algo-
rithms should be transparent about their decisions, Hoeve
et al. (2017) run a survey and learn that a large majority
of respondents prefer explanations. However, in a follow up
A/B testing, they find participants are not opening (via click
count) model explanations. This could be due to the low ur-
gency of explanations in news recommendation and/or their
study news test set. In human studies for AI-based news fact-
checking, Horne et al. (2019) run an experimental human
subject study and find that feature-based explanations in
AI assistant significantly improve users perception of news
bias. Their measured effect size was much larger for par-
ticipants who were frequent newsreaders and those familiar
with politics, though. In another paper, Nguyen et al. (2018)
present the design and evaluation of a mixed-initiative fact-
checking system to blend human knowledge with machine
learning algorithms. They also conclude that transparency
and interactivity significantly affect users’ ability to predict
the veracity of given claims. To continue this line of re-
search, we investigate how different types of model expla-
nations affect the credibility of news shared by users in a
social media like scenario. We also measure a wider range
of explicit and implicit user feedback to study interactions
among key XAI design goals in the explaining process.



System Design
To serve our research goals for studying the role of inter-
pretable models in fake news detection, we designed an in-
terface for users to review news stories and articles as well as
interact with a fake news detection assistant and its explana-
tions. Our system’s targeted users are the general public who
read daily news and are not AI experts nor news analysts. We
started with identifying candidates for useful and impactful
explanations for fake news detection such as keyword at-
tention, supporting evidence, and source credibility based
on machine learning research on misinformation detection
and human-computer interaction research on news feed sys-
tems (Mohseni, Ragan, and Hu 2019). We followed Mohseni
et al.’s (2019) design framework for XAI systems, which in-
volved design iterations with series of pilot user testing for
both model explanations and news interface.

Explainable Interface
We designed an interface for users to review a queue of news
stories, share true news for other users, and report fake news
stories. Our interface design process started with multiple in-
terface sketches that suit the news reviewing task. We aimed
to design a simple interface with useful explanations for fake
news detection. We tested mock-up implementations from
the top design choices with a small number of participants.
After reviewing feedback from user observations and inter-
views, we selected the most comprehensible and conclusive
design for our human-subject experiments.

Figure 1-Top shows our baseline interface that enables
the participants’ news review task. The interface shows a
news headline for a news story on the top (Figure 1-A) fol-
lowed by a list of related articles below (Figure 1-C). The
related articles provide context and article sources for the
news headline, and they can help the user to understand con-
tributing information and factors for model prediction. The
system allows users to open and read the related articles, but
for our study, it was not required for sharing the news head-
line. The system was designed to allow users to review news
stories one-by-one and decide if 1) the story is true to be
shared with other users, or 2) it is fake news to be reported,
or 3) they want to skip to the next story due to their unfamil-
iarity with the topic or lack of confidence (see Figure 1-C).

Figure 1-Bottom shows our interface with the XAI as-
sistant. The fake news detection assistant is embedded in
our interface which provides the model prediction (with or
without explanation) about the news story’s credibility. Both
the AI assistant prediction and its explanations are in the
form of on-demand recommendations for the user, which
are collapsible on user click. Our XAI assistant design pro-
vides why-type explanations (see (Mohseni, Zarei, and Ra-
gan 2019) for discussion of explanation types) from the en-
semble of fake news detectors. These explanations describe
the attribution of different news features (i.e., news head-
line, article text, and article source) for each news veracity
prediction. These different explanations are presented to the
user with the following visual elements: (1) A heatmap of
keyword attribution score that explains how the XAI assis-
tant learned word-level features in the news headline (Fig-
ure 1-D) and its related articles (in the news article page).

Interface in Baseline condition.

Interface in XAI-all condition.

Figure 1: Our news review interface with AI and XAI assis-
tants. Interface components are removed for different study
conditions. Top: Baseline interface without AI assistant. (A)
news headline. (B) user selecting to share, report, or skip the
news story. (C) a list of related news articles for the headline.
The user can open articles to inspect details. Bottom: Inter-
face with clickable model prediction and different feature
attribution explanations. (D) a heatmap of word level fea-
ture attribution explanation for news headline. User can see
the attribution score values in tooltips when hovering mouse
over the keywords. (E) fake news prediction and confidence.
(F) confidence for the headline and article separately. (G) a
bar chart for each article attribution score in comparison to
other related articles. Bar charts show lower values when the
articles are less related to the headline or less significant for
model prediction. (H) A donut chart for each news article for
source attribution scores compared to headline (Claim) and
article (Text) content.



(2) A single bar chart for each related article (Figure 1-G)
explaining each related article’s attribution score in compar-
ison to other articles for the model prediction. (3) A pie chart
to present attribution score for the articles’ source in com-
parison to the articles’ content attribution and news head-
line attribution. (4) A list of top-3 important sentences for
the article is shown when reviewing news articles to explain
sentence-level feature learning of the models.

The core design rationale for the four explanations was to
embed model attribution explanations using visual elements
for each news feature. Each visual explanation element was
tested with users and refined through iterative design.

Fake News Data
Training data for our models come from two sources:
a) news story headlines and labels from Snopes
(www.snopes.com) and b) related articles crawled from
Google search results (top 16). The related articles were
collected for each Snope news headline separately and
labeled the same as their respective Snopes news story
statements with noisy label assumption for the purpose of
model training. The training data includes 4638 news story
headlines with an average length of 15 words and 30599
related articles with an average length of 1012 words. The
dataset is balanced with half news stories labeled as True
and the other half labeled as fake. We used 80% of data
for model training, 10% data for validation, and 10% data
for testing. We took news samples and model predictions
from our test set to feed the interface for human-subject
studies. Our dataset consists of news, rumors, and hoax
which covers a range of different topics, including politics
(725 stories), business (224 stories), health (192 stories),
and crime (141 stories).

Interpretable Models
Following the previous implementations of NLP algorithms
for fake news detection, we implement an ensemble of
four classifiers for fake news detection to generate differ-
ent types of explanations. Our purpose in choosing the en-
semble model approach was to study the effects of differ-
ent explanation types later in the evaluation experiments.
First, the four models are trained separately in a standard
training setup with cross-validation. Next, the ensemble of
models is tuned at once using the validation set to optimize
each model’s weight for the overall performance. We obtain
the final prediction score through averaged ensemble results
with 73.65% detection accuracy in the test set. We review
the details of each model in the following.

Our first model is a Bi-LSTM network (Huang, Xu, and
Yu 2015) with an additional self-attention layer to extract
attention scores for instance explanations. This model is
trained on news headlines only and generates attention ex-
planations for its predictions. In our empirical tests, Bi-
LSTM network outperformed similar networks (e.g., RNN,
LSTM. RCNN) for our dataset by capturing both forward
and backward states. We also use Word2Vec (Mikolov et al.
2013) to embed each word into an embedding vector be-
fore feeding into the network. This trained model achieves
72.00% fake news detection accuracy on our test set.

The second model performs fake news detection based on
both the news story headlines and the set of related articles
for each. The article set representation is constructed using
hierarchical attention at sentence level and article level. We
use the hierarchical attention network (HAN) (Yang et al.
2016) to help our model focus on the salient sentences and
articles at two levels. HAN scores each article and selects
the most important sentences in each article. Each sentence
representation of an input article is generated by taking an
average of the word embedding of all the words therein. Our
design allows us to get the attribution score for each article
and select the three most important sentences in each article
using attention weighs. For the news story representation,
similar to our first model, we used a Bi-LSTM network. Fi-
nally, a weighted sum is performed over all articles to build
the article representation, which is combined with the news
story representation to form the final vector representation
for news story classification. This model achieved 76.04%
classification accuracy on the test set.

For the third model, we use a knowledge distillation ap-
proach (Hinton, Vinyals, and Dean 2015) to approximate
a deep architecture (teacher) with a random forest (stu-
dent) model. This model takes news stories, related articles,
and article source as the input, and with the mimic learn-
ing framework, we can leverage the performance of a deep
model and analyze the attribute importance of news stories,
articles, and their sources for each prediction. We first train a
Bi-LSTM teacher model using Glove word embedding (Pen-
nington, Socher, and Manning 2014) and then train a 60
trees XGBoost (Chen and Guestrin 2016) student model.
The XGBoost student model provides attribute importance
(news story headline, article content, and article source) as
a form of instance explanations. Our third model achieved
72.08% prediction accuracy in the test set.

For the last model, we use both news headlines and re-
lated articles to train a Bi-LSTM network with Word2Vec
word embedding. We use an attention mechanism to focus
on parts of the articles that are more relevant to the news
story. In order to do so, we calculate a weighted average of
the hidden state representation based on the attention score
corresponding to all the article tokens (Kumar and Rastogi
2019). Our method then aggregates all the information about
the news story, article context, and attention weights to pre-
dict the story’s credibility. Finally, to generate an overall
credibility label for the classification task, the final repre-
sentation is processed using the final fully connected layer.
The attention mechanism also generates keyword attribution
explanations for each article.

Experimental Design
We design controlled human subject studies in order to test
our hypothesis regarding the effectiveness of AI assistance
and its explanation in the news review task. We present our
study design details in terms of study conditions, evaluation
measures, and participants’ task.

Study Design
We conducted human-subjects studies for controlled com-
parison of elements of the AI assistant and its explanations.



Table 1: Study conditions and intelligent assistant components to detect fake news and explain its prediction.

Study Condition Model Output Model Explanations

Baseline – –

AI Assistant Prediction and Confidence –

XAI Assistants
(3 conditions) Prediction and Confidence

XAI-attention: Keywork importance heatmap for news headline and articles.

XAI-attribution: News attribute and article importance for related articles.

XAI-all: Explanations from both XAI-attribute and XAI-attention conditions.

The study followed a between-subjects design with five dif-
ferent conditions, where each participant used one variation
of the news reviewing system as described in the following
and summarized in Table 1.

Baseline Condition: For the Baseline condition, we re-
move AI prediction and its explanations in the interface. The
baseline interface (Figure 1, top) allows participants to re-
view and share news headlines without any machine learn-
ing support. This condition serves as the baseline for human-
alone performance in comparison to human-AI collabora-
tion. Also, since the Baseline condition did not include AI
or XAI elements, this condition did not measure the partici-
pants’ mental model and trust in AI or XAI.

AI Assistant: Our interface in AI Assistant condition in-
cludes AI prediction and confidence for news headline cred-
ibility. Note that this condition used the same ensemble
model as the XAI Assistant conditions but without showing
the explanations. The AI predictions are in the form of on-
demand using a collapsible menu on user click. This condi-
tion serves as the baseline for participants’ mental model and
trust measurements in the AI without explanation. Figure 1
shows model prediction and confidence at (E) and models
confidence for the headline and articles separately at (F).

XAI Assistants: The user interface in XAI assistant con-
ditions provides instance explanations in addition to news
credibility prediction. We design three XAI Assistant con-
ditions to study how different types of explanations affect
Human-AI collaboration. We use two interpretable models
in each XAI Assistant condition. The XAI-attention condi-
tion presents a heatmap of keywords using attention weights
for news headline (Figure 1-D) and each related news arti-
cles. The XAI-attribution condition shows news attribution
explanations for related articles and news sources. The hi-
erarchical attention network generates articles importance
score (Figure 1-G) and top-3 important sentences from each
article. Our mimic model generates source, article, and news
story attribution score (Figure 1-H) to present instance ex-
planations. The XAI-all condition is the combination of ex-
planations in the XAI-attribution and XAI-attention condi-
tions. The purpose of designing XAI-all condition was to
study the effect of variety of explanation types on partici-
pants.

Study Measures
We take users’ mental model, human-AI performance, and
trust as the primary measures in our studies. We mainly use
quantitative methods for our measurements to aim for inves-
tigating the initial research questions (RQ1 – RQ3).

Task Performance: We calculate the veracity of partici-
pants’ final shared and reported news as the main perfor-
mance metric. We take the credibility score of user shared
news as the number of shared true news divided by total
shared news (equal to 12 in all experiments). We also review
and analyze results for the incredibility score (calculated as
1.0 – credibility score) of all reported fake news as the sec-
ondary performance measures.

Mental Model: We take participants’ accuracy in guess-
ing model output (similar to Poursabzi et al. (2018)) as rep-
resentative for model predictability and user mental model.
For the measurement of this prediction task, we use short
pop-up questions during the study to ask “what would the
AI fake news detector predict for this news story?” from
participants. Participants could respond with short “True” or
“Fake” answers. Since we expect participants to interact and
understand the intelligent assistant during the early stages of
the study, the pop-up questions for mental model measure-
ments were limited to the final third of the study (i.e., the
last four news review instances).

User Trust and Reliance: We measure user trust using a
subjective rating of participants’ perceived accuracy of AI
assistant. Specifically, participants answer “What was the
accuracy of the AI fake news detection?” using a continuous
slider bar (between 0–100%) to indicate their perception of
AI or XAI assistant’s accuracy in the post-study survey.

We also measure user reliance using participants’ agree-
ment rate with AI assistant predictions. To quantitatively
measure participants’ reliance on model predictions, similar
to (Yin, Wortman Vaughan, and Wallach 2019), we calculate
user agreement rate as the number of news stories which the
participant inspected and agreed with the model prediction
(either true or fake news), divided by the total number of
shared or reported news stories.

Study Procedure
Participants started the task by accepting the information
sheet including our approved IRB number and study contact
points information. Next, participants saw step-by-step task



instructions with visual guides for all interface components.
Visual instructions include descriptions for the headline and
article attribution explanations from XAI assistant. Next,
participants answered the pre-study questionnaire including
text entry and multiple-choice questions. Participants then
started the main task by reviewing news stories.

User Task: Participants were prompted to review a queue
of news stories and share 12 true news for social media
users. To engage participants to review news articles and
their explanations, users had to select at least one article that
represents the news headline for each news story they chose
to share. They could always skip to the next news story (as
many times as needed) if they were not familiar with the
topic. The choice of the sharing task and ability to skip un-
familiar topics (unlike work that assumes participants are fa-
miliar with a short curated list of news stories e.g., (Horne
et al. 2019; Nguyen et al. 2018)) improves the fake news de-
tection task by allowing participants to interact and examine
the AI/XAI assistant rather than focusing on news analy-
sis. Participants also had the chance to flag news stories as
fake if they found headlines to be fake; however, these were
not counted toward the required number of shared stories
needed for task completion. Also, in contrast with previous
work, our interface gives a list of related news articles to
provide the context of news stories for users. Further, un-
like (Nguyen et al. 2018), participants did not receive feed-
back of the ground truth after each instance (i.e., whether
the model made a correct or wrong prediction) to simulate
a real-world scenario in which users do not have immedi-
ate access to the credibility of their daily news. During the
last four news stories (the last third of the study), partici-
pants were asked pop-up questions about the AI assistant’s
prediction before revealing the model prediction; This was
done to collect data to estimate user ability to predict the
AI’s output.

In the end, participants answered a final questionnaire of
Likert-scale and slider questions about the AI assistant fol-
lowed by four open-ended response forms.

Participant Pool
Our XAI system and study were designed for non-expert
end-users with little knowledge of AI. We recruited remote
participants from Amazon Mechanical Turk “Master” users
with above 90% acceptance rate. To encourage participants
to spend enough time on the task, we measured task duration
and paid flexible time-based compensations. The payment
was set to $10 per hour, and each participant could only par-
ticipate once in the task. To further ensure data quality for
analysis, we filtered data samples based on collected user
engagement measures including task duration, number of
clicks, and character counts in the final questionnaire form.

Experiments and Results
We ran five between-subject experiments in different in-
terface conditions for hypothesis testing. The study had a
total of 220 Amazon Mechanical Turk participants, which
were distributed equally across conditions. From partici-
pants’ self-reports, 47% were female, with 37.8% between

30-39 years old, 30.3% between 40-49 years old, 15.9% be-
tween 20-29 years old, and 3% between 50-59 years old. In
terms of education, 51% had a bachelor’s degree, 23% had a
college degree less than bachelor, 14% had graduate school
degree, 14% had high school education, and 1% had less
than high school education. We removed data from 19 par-
ticipants who spent less than 10 minutes or had especially
low interaction behavior during the task. A total of 122.8
hours of study time was recorded for the remaining 201 par-
ticipants, who on average spent 32.1 minutes (range = [10.3,
90.6] with SD = 20.3) on news review and selection, and 6.5
minutes answering surveys and reading instructions.

In all experiments, we used the same pre-processed and
curated queue of news stories to eliminate potential con-
founds of different news inputs on experiment groups. The
news stories’ composition was organized to show one fake
news for every true news to present a scenario with an equal
mix of true and fake news. Also, we controlled partici-
pants’ observed accuracy for the AI assistant by fixing the
model error rate to eliminate the effects of model accuracy
on study results; for more discussion of this approach, see
(Nourani et al. 2019; Papenmeier, Englebienne, and Seifert
2019). Specifically, the news queue was curated to present
one wrong prediction (with equal rate of false positives and
false negatives instances) from the AI assistant after every
three correct predictions (i.e., true positive and true nega-
tive samples), which resulted in a consistent overall 75.00%
observed AI accuracy for all participants (participants were
not informed or aware of this pattern). Further, as a decision
point for trade-offs between clarity and faithfulness of ex-
planations, we performed simple post-processing of model
explanations to remove very small features scores in key-
word heatmap and normalized articles’ attributions scores.

For statistical analysis, inferential tests used one-way in-
dependent ANOVAs to compare the conditions for each
measure. In the end, we briefly review participants’ qualita-
tive feedback to see if they support our quantitative findings.

Human-AI Performance
To answer our first research question, we review and
analyze the user performance measure for participants’
news reviewing and sharing. We run a between-subject
experiment with 40 participants in three primary interface
conditions: 1) Baseline without any intelligent assistant, 2)
Interface with the AI Assistant, and 3) Interface with the
XAI-all Assistant.

Hypothesis 1: Users can share more true news stories with
the help of XAI Assistant.

We report the credibility score of participants’ shared
news as our primary performance measure. Results show
the average credibility score is higher than the original news
feed (50% credibility) in all three groups that indicates par-
ticipants’ overall ability in news review and their engage-
ment with the task. Participants shared news in XAI assis-
tant condition had the highest average of 75.05% (range =
[61%, 92%] with SD = 10.06%) credibility and Baseline had
the least credibility with 68.4% (range = [46%, 88%] with
SD = 11.5%) credibility. The data met the assumptions for



parametric testing in all groups with validation checks pass-
ing for data normality (Shapiro-Wilk) and homogeneity of
variance (Levene’s) tests. A significant effect was observed
by an ANOVA test with F (2, 107) = 3.32 and p = 0.04
for the news credibility measure among all three condi-
tions. A post-hoc Tukey test showed borderline significance
(p = 0.050) between the XAI assistant and Baseline condi-
tions, with higher news credibility scores for participants in
XAI-all group compared to Baseline group.

We use incredibility score (calculated as 1.0 – credibility
score) of all reported fake news as the secondary perfor-
mance measures. Similar to credibility scores for shared
news, the XAI group has the highest average incredibility of
reported fake news stories with 73.8% reporting fake news
(range = [53%, 100%] with SD = 10.7%). An ANOVA test
revealed a significant main effect with F (2, 107) = 3.78
and p = 0.026. A Tukey post-hoc test showed participants
in the XAI assistant condition had (p = 0.019) reported fake
news significantly more than the Baseline condition, even
though reporting fake news was not the user’s primary task
during the study.

Implications of Results: The study results show that the XAI
assistant improved user performance compared to the Base-
line interface without any intelligent agent. However, model
explanations did not significantly improve user performance
over the AI assistant condition. Given the unique design
challenges in misinformation detection models, this is a pos-
itive indicator that an intelligent agent together with model
explanations can potentially improve collaborative human-
AI news reviewing.

Mental Model
Our second experiment is designed to answer RQ2 by
studying the effects of model explanations on users’ mental
model. We recruited new participants to ran studies for
hypothesis testing through comparison of AI assistant con-
dition (as the baseline) with three XAI assistant conditions
(as treatments) in our interface.

Hypothesis 2: Different types of explanations have different
effects on user understanding of intelligent assistants.

Our measure for quantitative evaluation of the mental
model is through user prediction task (user guessing of
model output). User accuracy in their prediction task was
highest (M = 62.20%) in the XAI-all group and the worst
(M = 54.65%) in the XAI-attention group. An ANOVA test
detected a significant main effect with F (3, 149) = 3.16
and p = 0.026 for participants between all four con-
ditions with intelligent assistant. A Tukey post-hoc test
yielded a significant difference (p = 0.017) between the
XAI-attention and XAI-all groups. However, no significant
pairwise difference was detected between the AI group
and any of XAI groups. Note that average user prediction
task accuracy in the XAI-attention group was lower than
the AI assistance group, indicating the negative effect of
explanations in participants’ ability to predict the model
output.

(a) User Perceived Accuracy of
Intelligent Assistant

(b) User Agreement Rate with
Intelligent Assistant

Figure 2: User trust measures for AI Assistant, and XAI As-
sistants conditions.

Implications of Results: The results show a significant ef-
fect of explanation types on the user mental model based
on the user-prediction task measure. However, none of the
model explanation conditions improved users’ accuracy in
prediction. Notably, word-level attention map explanations
for news headlines and articles (in the XAI-attention condi-
tion) had a negative effect on user mental model, potentially
due to lower user satisfaction and engagement with the AI
assistant. The discrepancy between user prediction task ac-
curacy between the three XAI conditions indicates that not
all explanations are informative or meaningful for end-users
to be able to predict model behavior.

Trust and Reliance
To address RQ3, we review and analyze user trust and
reliance measures in our experiments.

Hypothesis 3: Users have higher perceived accuracy in XAI
assistant compared to AI Assistant.

Our primary measures for user trust in the AI and XAI
assistant is the participants’ perceived accuracy of the intel-
ligent assistant. Figure 2a shows a box-plot of participants’
perceived accuracy of the AI and three XAI assistants con-
ditions. The results show participants had the highest rate
of perceived accuracy in the XAI-attribution group (with
the visualization of news feature attribution) and lowest in
the XAI-attention group (with the heatmap of word feature
attribution) on average. Using an ANOVA test, we found a
significant difference (F (3, 155) = 2.86 and p = 0.039)
between perceived accuracy in the four groups. For pair
analysis, a post-hoc Tukey test revealed participants’
perceived model accuracy of the XAI-attribution condition
(M = 58.70%) was significantly (p = 0.024) higher than
XAI-attention (M = 45.55%). Interestingly, participants in
the XAI-all group responded with lower perceived accuracy
(M = 50.38%) compared to AI Assistant (M = 53.05%)
with no explanation.

Hypothesis 4: Users will agree more with XAI assistant pre-
dictions compared to AI assistant.



We measure user reliance on algorithms via the user
agreement rate with AI and XAI assistants predictions.
Figure 2b presents results for participants agreement rate
with the AI assistant and three XAI assistant groups. Over-
all, participants had near 0.70 agreement rate with model
prediction in all groups except for the XAI-attention group
with 0.51 agreement rate. We observed a significant main
effect using an ANOVA test with F (3, 149) = 16.44 and
p < 0.001 for participants agreement rate with intelligent
assistants prediction. From the pairwise Tukey post-hoc
analysis, participants had a significantly lower agreement
rate in the XAI-attention group compared to all three
other groups (p < 0.001 for all pairwise comparisons).
Similar to participants’ perceived accuracy, tests did not
detect a significant increase in user agreement from model
explanations.

Implications of Results: The study results indicate that
model explanations helped users to adjust their trust and
reliance on the intelligent assistant. We did not observe
improvements in user trust or reliance for the XAI assis-
tants over the AI assistant. In fact, participants actually lost
trust in the XAI-attention assistant when—despite their ini-
tial expectations—they found the system was detecting fake
news only based on news keywords. This could be consid-
ered an appropriate result given the limitations of the model
logic. The lower user trust in the XAI-attention condition co-
incides with participants’ mental model results and might
suggest the effectiveness of explanations in helping users
avoid overtrusting the intelligent assistant in cases when
model logic may not be optimal or meaningful based on hu-
man logic.

Qualitative Feedback
Reviewing participants’ written feedback in the post-study
survey reflects their reasoning about AI assistant that pro-
vides further insight into participants’ mental models of
the AI/XAI assistants. Participants answered two descrip-
tive questions regarding their mental model of the AI as-
sistant’s reasoning (“How do you describe this AI’s reason-
ing to find fake news?”) and AI assistant’s limitations (“In
your opinion, what are the biggest limitations of this AI fake
news detector?”). Two authors separately reviewed partic-
ipants’ qualitative feedback and performed open coding to
extract themes in participants’ notes and comments. Two au-
thors coded participants’ free response questions to identify
salient themes. Over three sessions of coding and discussion,
they identified 19 codes with an inter-rater reliability of 0.82.
We then used these codes to create three main categories
of responses: AI reasoning, AI limitations, and participant-
strategy.

Regarding participant mental models of AI assistants, we
observed that explanations clearly improved their under-
standing of AI reasoning. On average, 63.5% of partici-
pants in the XAI-attention and 52.8% of in the XAI-all group
pointed out the importance of keywords in the news; ex-
ample comments include “I think it looked for certain key
words” and “The AI compares relevant phrases in the head-
line to relevant keywords in the supporting stories.” In con-

trast, only 17.9% of participants in the AI assistant condition
had expressed such understanding. We also found 62.0%
participants in the XAI-attribution group mentioned related
articles and their sources as key features for AI reasoning
compared to 31.7% in the XAI-attention group. For exam-
ple, one participant in this group commented “It tries to pull
related articles from the web to prove or disprove the head-
line”, and another participant said “I think it went by how
many articles below matched the news.

We also found interesting feedback on participants’ sub-
jective opinions on the limitations of the AI assistant. We
saw a clear theme in responses to the need for common sense
to distinguish fake and true news. On average, from 20% of
participants in all conditions (except XAI-all with 11.1%),
we received comments such as “it doesn’t have human judg-
ment”, “I guess they will not see common sense”, and “The
AI doesn’t have the experience that a real person has in deal-
ing with the fake news out there.”. Also, participants in XAI-
attention group paid more attention to the quality and com-
bination of articles in each news story with 43.1% of them
expressing comments like “AI doesn’t have enough infor-
mation” and “It doesn’t see multiple sides of the story” com-
pared to other conditions with the average of 19.3%. Addi-
tionally, 27.2% of all participants expressed concern about
AI ability in understanding the context of the news or recog-
nizing sarcasm. For instance, one said “I think it can’t detect
sarcasm satire or parody so it has some limitations” and an-
other mentioned that “The AI isn’t able to understand the
context of the text. It’s not able to actually understand the
story or [its] plausibility.”.

Challenges participants encountered in learning the model
behavior was also reflected in 13.5% of participants’ com-
ments in all groups, for example one said:

I said [to myself] twice that I thought I understood how
it worked but when asked to predict the AI’s inference
about a given headline in the last portion of the study I
believe I only matched one out of four so maybe I didn’t
understand anything that well.

Overall, the qualitative user feedback complement the
quantitative findings in showing how explanations helped
participants to observe model limitations and adjust their
trust and reliance accordingly.

Interactions Between XAI Measures
In this section, we summarize different implications of our
study results for machine learning explanations and fake
news detection. Following Hoffman et al.’s (2018) concep-
tual model (Figure 3), we look for correlations between our
measurements of user engagement, mental model, perfor-
mance, and trust to investigate the interplay between these
factors.

User Expectations of AI Assistant
We first analyze the relation between user expectations of AI
before the study and their perceived algorithm accuracy after
the study. Research shows that various external and internal
factors can interact with user trust, with examples including



Figure 3: Conceptual model of relationships among user en-
gagement, mental model, trust, and human-AI performance
in XAI systems. Figure created based on a model of the
“process of explaining” in XAI context from (Hoffman et
al. 2018).

user pre-knowledge (Horne et al. 2019), model stated per-
formance (Yin, Wortman Vaughan, and Wallach 2019), and
model observed performance (Nourani et al. 2019). In the
pre-study questionnaire, we measured 1) participant expec-
tation of AI assistant accuracy and (with “If you had an Ar-
tificial Intelligence (AI) algorithm to review your daily news
for fake news detection, what would be your expectation of
AI accuracy to do a good job?” question) and 2) participant
estimation of fake news rate in media (with “In your expe-
rience, what percentage of news that you read daily is false
news? e.g., fake news, hoax, rumors, made up stories, mis-
information” question).

As expected, a Pearson test shows a positive correlation
(r = 0.223, p = 0.005) between participants’ perceived
accuracy at the end of the study and their initial expecta-
tion of AI accuracy. Regarding participants’ expectations of
fake news occurrence in daily news, we expected to see more
user engagement for participants with higher anticipation of
fake news. However, we surprisingly found that participants
expectation of fake news occurrence has a negative correla-
tion with their engagement with AI assistant (r = −0.189,
p = 0.018). This could be due to participants underestimat-
ing the AI assistant or choosing their intuition rather than
model suggestions.

Engagement with Intelligent Assistants
As an objective measure of user engagement with intelligent
assistants, we consider total continued usage based on the
frequency of user interactions (clicks count) with the AI and
XAI assistant predictions. Overall average results show that
participants in the XAI-all group had the highest engagement
rate with the XAI assistant (0.95 prediction check rate) for
shared or reported news stories. An ANOVA test of user en-
gagement with the AI assistant found a significant difference
with F (3, 156) = 2.773 and p = 0.046 between conditions,
and a Tukey post-hoc test shows participants were signifi-
cantly (p = 0.034) more engaged in the XAI-all condition
compared to XAI-attention condition.

The conceptual model of the process of explaining (Hoff-
man et al. 2018) suggests that explanations in XAI system
revise mental model and can engender appropriate trust, see

Figure 3. To test the interplay between user engagement and
their mental model of XAI assistants, we performed a bi-
variate Pearson correlation test between user engagement
rate and prediction task accuracy as the mental model mea-
sure. Despite the initial hypotheses, a Pearson correlation
did not show a positive relation between engagement and
mental model (r = 0.099, p = 0.215). This could be due to
the narrow scope of mental-model measurement in our study
being limited to the user prediction task (model predictabil-
ity for users). However, user engagement had a significant
positive correlation (r = 0.228, p < 0.001) with user agree-
ment with the intelligent assistant. This shows as more par-
ticipants got involved with the AI or XAI predictions, the
more they agreed with its predictions.

Mental Model Affecting Performance and Trust
Next, we analyze how users’ mental model interacts with
trust and human-AI performance. A Pearson test between
users’ prediction task accuracy (mental model measure) and
perceived accuracy of AI assistant (our first user trust mea-
sure) showed a positive significant correlation (r = 0.212,
p = 0.008). A correlation test between user prediction ac-
curacy and user agreement with the AI assistant (our second
user-trust measure) also showed a significant positive corre-
lation (r = 0.280, p < 0.001) between participants’ mental
model and trust. Positive correlations of the mental model
measure with both trust measures demonstrate the relation
between the intelligent agent’s predictability and trust.

As hypothesized, user prediction task accuracy was posi-
tively correlated with credibility of shared news (r = 0.305,
p < 0.001) as well as incredibility of reported fake news
(r = 0.283, p < 0.001). This finding suggests users with a
more accurate mental model could better guess model fail-
ure cases, and by avoiding those cases, they could improve
their performance.

Interactions Between Trust Measures
Another interesting finding from our study is that we ob-
served interactions between multiple measures of user trust.
Previous research studies have utilized various indepen-
dent trust measures such as perceived algorithm perfor-
mance (Nourani et al. 2019), perception of control over the
system (Kocielnik, Amershi, and Bennett 2019), and the
rate of users’ agreement with an algorithm’s recommenda-
tions (Yin, Wortman Vaughan, and Wallach 2019). In our
studies, we measured two different trust factors to examine
how they may interact. A Pearson correlation test between
the two trust measures shows a significant positive correla-
tion between the perceived accuracy and user agreement rate
(r = 0.482, p < 0.001). This positive correlation suggests
that as users feel more confident about AI competence, they
tend to agree more with its predictions.

Conclusion and Future Work
In our research, we evaluated model explanations from mul-
tiple models as part of an ensemble approach for fake news
detection. This approach allowed us to study how different
types of explanations affect users in fake news detection.



In conclusion, our research revealed multiple challenges
in designing effective XAI systems in the fake news de-
tection domain. In particular, we observe challenges rising
from the inherent difference between models’ feature learn-
ing (word-level features in our case) and human understand-
ing of news and information. Overall, users’ interaction with
the AI and XAI assistants affected their performance, mental
model, and trust. However, model explanations in our stud-
ies did not improve task performance or increase user trust
and mental model. Instead, the quantitative results and qual-
itative feedback indicate that explanations helped users’ to
build an appropriate mental model of intelligent assistants
and adjust their trust accordingly given their perception of
limitations of the models. For example, participants in the
XAI-attention group that was significantly less successful
in guessing model outputs also showed significantly lower
trust (in both trust measures) compared to the XAI-all con-
dition. Likewise, reviewing user engagement results showed
that XAI-attention explanations were not appreciated by the
users. Therefore, we conclude that improving transparency
of the model helped users to appropriately avoid overtrust-
ing the fake news detector when they found the AI reasoning
was not trustworthy or simply explanations were nonsensi-
cal.

We also recognize a few limitations in our experiments
that could become more clear in future work. First, fake
news detection is a challenging task for machine learning
models, and the low model performance could have af-
fected participants’ perception of AI assistant competence
and therefore study results. Similarly, possible biases in
news labels from training set could have affected models and
consequently participants’ perception of model limitations.

Additionally, given the complexity of the user task in our
study design and possible participants’ biases toward news
samples, our study’s sample size in each condition may be a
limitation in our experiments. Our experiments studied mul-
tiple types of NLP explanations, however, future research is
needed to assess the effectiveness of other types of explana-
tions, such as knowledge graphs and multi-modal evidence
retrieval for users in fake news detection task.
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