Uncertain interactions affect degree distribution of biological networks
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Abstract—Biological interactions are often uncertain events, that may or may not take place under different scenarios. Existing studies analyze the degree distribution of biological networks by assuming that all the given interactions take place under all circumstances. This strong and often incorrect assumption can have misleading results. Here, we address this problem and develop a sound mathematical basis to analyze degree distribution of biological networks in the presence of uncertain interactions. We present a comparative study of node degree distributions in two types of biological networks: the classical deterministic networks and the more flexible probabilistic networks. We extend this comparison to joint degree distributions of nodes connected by edges. The number of possible network topologies grows exponentially with the number of uncertain interactions. However, the mathematical apparatus we develop allows us to compute these degree distributions quickly even for entire protein-protein interaction networks. It also helps us find an adequate mathematical model using maximum likelihood estimation. Our results confirm that power law and log-normal models best describe degree distributions for both probabilistic and deterministic networks. Moreover, the inverse correlation of degrees of neighboring nodes shows that, in probabilistic networks, nodes with large numbers of interactions prefer to interact with those with small numbers of interactions more often than expected.

I. INTRODUCTION

Biological networks, such as protein-protein interaction, metabolic and gene regulatory networks, are essential in describing the complex mechanisms by which cells carry out numerous functions. Studying those networks has been very effective in tackling many problems such as understanding the genetic factors that impact various diseases [11], [9], drug discovery [15], [19] and investigating the relationships among organisms and species [14], [8], [9].

Biological networks characterize the interactions between biological molecules within the cell, such as genes, proteins and enzymes. Like many processes in the biological realm, interactions are probabilistic events. An interaction may or may not happen with some probability, depending on a variety of factors such as the size, abundance or proximity of the interacting molecules [1]. Thus, we have less than 100% confidence in such interactions [4].

In the rest of this paper, if a biological network contains at least one probabilistic interaction, we call it a probabilistic network. Should all interactions be certain, we name it a deterministic network. We represent probabilistic networks using graphs with proteins as nodes and interactions as the edges. The weight on each edge is the probability of the corresponding interaction. An important observation is that a probabilistic network is actually a summary of all possible deterministic networks that are determined by the subset of interactions that take place. This means that a probabilistic network represented as a graph with \( E \) edges will in fact describe the \( 2^{|E|} \) deterministic networks that could arise as instances of the probabilistic network, each with some probability. Interaction probability data are becoming increasingly available in popular biological databases, such as MINT [4] or STRING [17]. The probabilities of interactions are crucial in understanding biological networks. However, our survey revealed that they are often ignored in the computational analysis of biological networks. Certainly one deterring factor is that these networks introduce exponential number of alternative deterministic topologies.

The topological properties of biological networks, like degree distributions, have been extensively studied in the literature, noticing that they are scale free and assortative, and proposing various parametric degree distributions. We refer the reader to the extended version of this paper for a review of the literature [18].

Despite the existence of extensive studies of the degree distribution, all the existing methods, to the best of our knowledge, ignore the fact that interactions are probabilistic events. By assuming the networks to be deterministic, these methods implicitly enforce the topology of a specific instantiation of the probabilistic network over the alignment. This has a big risk of yielding biased and thus inaccurate distributions. Thus, accurate mathematical modeling of the network topology that incorporates interaction probabilities is needed. This task, however, is non-trivial, as the number of deterministic instances of the probabilistic network will lead to different network topologies exponential in the number of probabilistic interactions. For instance, the dataset we use in our experiments which is downloaded from MINT [4] contains networks with up to 21,909 probabilistic interactions. Even a medium sized network with 1,000 probabilistic interactions leads to \( 2^{1000} \) (i.e., more than \( 10^{300} \)) alternative topologies. Studying so many topologies one by one is clearly impossible even for simple computational problems on biological networks. Approximating the degree distribution by sampling graphs from probabilistic interactions is also infeasible. This is
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because it is impossible to generate even a tiny fraction (such as 0.1%) of the total number of network topologies for large networks.

Analytical solutions in the context of random graphs have been studied in various contexts under many simplifying assumptions. Erdős and Rényi modeled a random graph using a random process that generates each edge with a given fixed probability [6]. More recent studies have introduced other random graph models that produce a given distribution of node degrees from a small set, such as Poisson, power law and exponential [13], [12]. These studies also use probability generating functions to represent the degree distribution of the whole graph.

It is important to emphasize that the probabilistic networks considered in this paper differ greatly from the random graph models analyzed in the studies discussed above. This is because in our model each edge has its own probability of being present in the graph, rather than having one probability for all edges or a small number of parameters that govern the structure of the whole graph. The research on random graphs has focused primarily on the asymptotic behavior of graphs obtained through these types of random processes, when the number of nodes tends to infinity. This is a consequence of the limited descriptive power of these models. They can provide bounds on certain characteristics, such as vertex degree or graph connectivity, but they cannot precisely characterize the degree distributions, particularly when the interaction probabilities are not all identical.

Contributions of this paper.

We focus on the problem of computing the degree distribution in probabilistic networks. Particularly, we focus on protein-protein interaction (PPI) networks in our experiments. However, all of our technical discussion in this paper applies to other types of biological networks. To the best of our knowledge, this is the first work that allows probabilistic interactions, which are inherent in many biological networks including PPI networks. As we explained above, probabilistic interactions increase the number of alternative network topologies exponentially. In order to tackle this challenge, we compute the expected degree distribution that is derived from all possible deterministic networks induced by the given probabilistic network. We employ a mathematical model that can precisely compute the distribution of all degrees in polynomial time and space. Our algorithm derives its efficiency from performing computations on a polynomial representation of the interactions, called Probability Generating Function, rather than directly on probability distributions. We fit six different models that are often used in the literature to the resulting distributions using maximum likelihood. Our results on the PPI networks from MINT demonstrate that power law and log-normal distributions fit the best to the degree distributions of the PPI networks. However, we observe that the model parameters for the probabilistic networks deviate significantly from those when the probabilities are ignored, as it was done by Stumpf et al. [16]. Furthermore, we observed differences in the ranking of the remaining models according to their likelihood using probabilistic as opposed to deterministic networks.

We expand the probabilistic network topology analysis by considering how the node degrees are correlated with the degrees of neighboring nodes. We do this by computing joint degree distributions of nodes connected by edges. In our experiments, we show that degrees of neighboring nodes in biological networks exhibit inverse correlation in the case of probabilistic networks, as reported previously for deterministic networks [10], [3], [12].

Finally, our method scales to large probabilistic networks easily. Most of our experiments took only a few minutes to complete. In summary, the technical contributions of this paper are:

1) We develop the mathematical theory that allows us to model the degree distributions in probabilistic networks
2) We extend this theory to joint distributions and demonstrate the inverse correlation of node degrees for graph neighbors

The rest of the paper is organized as follows. In Section 2, we describe our method in detail. In Section 3, we present our experimental results. Finally, we conclude the paper with a summary in Section 4.

II. METHODS

In this section we develop the theoretical models that will allow us to analyze the degree distribution in probabilistic biological networks. First we introduce the concept of random histogram (Section II-A). Then we present the probability generating functions, the mathematical tool that underlies our method (Section II-B). Finally, we present a principled approach to maximum likelihood estimation (MLE) for degree distributions, both for individual nodes and joint distributions of pairs of nodes connected by edges (Sections II-C and II-D).

A. Random histograms

In order to approach the problem of degree distribution in probabilistic graphs, we first define this term mathematically.

**Definition 1.** A probabilistic network is a triple \(G = (V, E, P)\) where \(V\) is a set of nodes, \(E\) is a relation on \(V\) and \(P\) is a function defined on the elements of \(E\), such that for each edge \(e \in E\), \(P(e)\) is the probability of \(e\) being present in the network.

We consider only undirected graphs, that is, if \((u, v) \in E\), then \((v, u) \in E\). It is, however, trivial to extend the discussion in this paper to directed networks.

Next, we introduce an extension to the classical histogram that is suited for probabilistic data, the random histogram.

**Definition 2.** A random histogram is a histogram in which the value for each bin is a random variable

Let \(G = (V, E, P)\) be a probabilistic network, \(N_u\) the degree of node \(u \in V\) and \(M = \max\{N_u\}_{u \in V}\). We define the random histogram of the degrees of the nodes in \(V\):
The Probability Generating Function (PGF) of a discrete random vector \((X, Y)\) is defined as the function in \(z_1\) and \(z_2\)

\[ Q_{XY}(z_1, z_2) = E[z_1^X z_2^Y] = \sum_{i=0}^{M} \sum_{j=0}^{N} P(X = i, Y = j)z_1^i z_2^j \]

Next, we present a result that allow us to compute the PGF of joint degree distributions in probabilistic networks. The proof is given in [18].

**Theorem 2.** Let \(G = (V, E, P)\) be a probabilistic graph and \(e = (u, v) \in E\) an edge in this graph. Let \(Q_u\) and \(Q_v\) be the PGFs of \(N_u\) and \(N_v\), respectively, and \(Q_e(z) = 1 - P(e) + P(e)z\). The PGF of the random vector \((N_u, N_v)\) is

\[ Q_{uv}(z_1, z_2) = Q_u(z_1) Q_v(z_2) Q_e(z_1 z_2) \]

**C. MLE for degree distribution**

The PGFs computed for each node of the probabilistic network give us a very detailed and precise model of the node degree distribution. It is customary that the detailed distribution representation be approximated by one or several probabilistic models with a reduced number of parameters (one or two). One standard method for inferring the model parameters from the exact representation is maximum likelihood estimation (MLE) [2].

MLE requires independent and identically distributed samples from the probabilistic model we are trying to fit. Therefore, for obtaining \(N\) samples, we consider the sampling process consisting of the following steps repeated \(N\) times: 1) select a deterministic graph from the probabilistic graph model; 2) select a node \(v_i \in V\) uniformly at random; 3) observe the degree of \(v_i\).

The optimal model parameters for this process are given by

\[ \hat{\theta} = \arg \max_{\theta} \sum_{k=0}^{M} \frac{E[H_k]}{|V|} \ln p(k|\theta) \]

For the deterministic case, the first step of the sampling process is vacuous; the same graph is selected each time. At the same time, \(H_k\) is a deterministic value, so that \(E[H_k] = H_k\). Therefore, our deterministic solution is congruent with previous work [16].

**D. MLE for joint degree distribution in probabilistic graphs**

We follow the same steps as for the univariate case to derive an MLE solution for the joint distribution of the degrees of any two nodes connected by edges. This is justified by the following random process: 1) select a deterministic graph from the probabilistic graph model; 2) select an edge \(e_i = (u_i, v_i)\); 3) observe the degrees of \(u_i\) and \(v_i\).

The optimal parameters are given by

\[ \hat{\theta} = \arg \max_{\theta} \sum_{k=0}^{M} \sum_{l=0}^{M} \frac{E[B_{kl}]}{|E|} \ln p(k, l|\theta) \]

For the joint distribution we fit a bivariate log-normal model \(p(k, l|\theta)\) [20]. We consider a bivariate distribution with equal means and equal variances of the marginal log-normal distributions, \(\mu_1 = \mu_2 = \mu, \sigma_1 = \sigma_2 = \sigma\). The third parameter, \(\rho\), is the correlation between the two random variables of the joint distribution. Let us define the variables \(y_1\) and \(y_2\) as \(y_1 = \ln x_1 - \mu\) and \(y_2 = \ln x_2 - \mu\). The bivariate log-normal PDF is given by

\[ p(x_1, x_2|\mu, \sigma, \rho) = \frac{1}{2\pi\sigma_1^2\sigma_2^2\sqrt{1-\rho^2}} e^{-\frac{1}{2(1-\rho^2)}[(y_1^2 - 2\rho y_1 y_2 + y_2^2)]} \]
III. RESULTS

IMPLEMENTATION DETAILS: We implemented our methods in C++ and R. Computing the degree distribution in deterministic networks is a special case of the probabilistic network method. We set all the interaction probabilities to 1.0 to obtain results for the deterministic networks. We implemented our algorithm to fit the same set of six distribution models to the degree distributions as those used by Stumpf et al. [16]. These are Poisson, exponential, gamma, power law, log-normal and stretched exponential distribution. We ran our experiments on a standard desktop computer with 4 GB of RAM and a 2 GHz processor, except for the computation of the joint likelihoods of six different models for the corresponding dataset and case.

TABLE I

NEGATIVE LOG-LIKELIHOODS OF SIX DIFFERENT MODELS FOR THE DEGREE DISTRIBUTION OF THE PPI NETWORKS OF FIVE ORGANISMS. THE THREE LETTER ORGANISM CODE DENOTES THE FOLLOWING: dme = D. melanogaster, sce = S. cerevisiae, cel = C. elegans, hpy = H. pylori, eco = E. coli. The models are M1 = Poisson, M2 = Exponential, M3 = Gamma, M4 = Power Law, M5 = Log-Normal, M6 = Stretched Exponential. The results are reported for two cases of each network: deterministic (D) and probabilistic (P). The numbers in bold show the likelihood of the best model for the corresponding dataset and case.

<table>
<thead>
<tr>
<th>Org. Code</th>
<th>Case</th>
<th>Model</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
<th>M6</th>
</tr>
</thead>
<tbody>
<tr>
<td>dme</td>
<td>P</td>
<td></td>
<td>18971</td>
<td>20105</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>D</td>
<td></td>
<td>20264</td>
<td>19054</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sce</td>
<td>P</td>
<td></td>
<td>7289</td>
<td>7915</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>D</td>
<td></td>
<td>7915</td>
<td>7289</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hpy</td>
<td>P</td>
<td></td>
<td>6960</td>
<td>6075</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>D</td>
<td></td>
<td>6075</td>
<td>6960</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eco</td>
<td>P</td>
<td></td>
<td>2526</td>
<td>2031</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>D</td>
<td></td>
<td>2031</td>
<td>2526</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A. Evaluation of the degree distribution

In this section, we evaluate the degree distributions of the PPI networks of five organisms. We demonstrate that probabilistic interactions yield significantly different degree distributions than deterministic ones and show how various known distribution models explain the probabilistic PPI of each organism.

1) Agreement between probabilistic and deterministic networks: The first question we need to answer is: Do the degree distributions of probabilistic networks agree with those of deterministic ones? This experiment seeks the answer to this question as follows. For each organism and each of the six distribution models (i.e., totally $5 \times 6 = 30$ combinations), we compute the model parameters that maximize the likelihood of that network. We do this for both the deterministic and probabilistic versions of the data. We then calculate the likelihood of the network using these parameters. Table I lists the negative log-likelihood of these fittings.

Our results suggest several important points. First, the degree distribution is closer to the power law distribution than to log-normal distribution in most of the datasets. More specifically, log-normal distribution fits the best in majority of the deterministic networks (three out of five) while power law distribution fits best in most of the probabilistic ones. Second, power law and log-normal distributions are the top two distributions with the highest likelihood in all datasets with or without probabilistic interactions. Third, regardless of the distribution model, considering probabilistic interactions always yields higher likelihood than the deterministic ones. This is because they produce significantly smoother degree distribution which can be described with these parametric models. We elaborate on this further in the next section.

2) Degree distribution of probabilistic networks: So far, we have demonstrated that the degree distribution of the probabilistic networks deviate from that of deterministic ones significantly. In this section, we take a closer look at the actual degree distributions and show how well each distribution model fits to the actual degree distribution for all the organisms under consideration.

Figure 1 plots the results for both the deterministic and probabilistic PPI networks of H. pylori. The results for the deterministic network is very similar to those observed by Stumpf et al. [16]. However, the figure clearly shows that the degree distributions of probabilistic and deterministic networks are significantly different from each other. More specifically, the deterministic network has significantly more nodes with large degrees than what would be expected from the probabilistic network. This is because the deterministic network is nothing but a specific instance of the probabilistic network that assumes all interaction probabilities are equal to one. Thus, its degree distribution is biased towards large degrees.

Log-normal and the power law distributions are the top two distributions with the highest likelihood for both networks. However, deterministic (probabilistic) network slightly favors
the log-normal (power law) distribution (see Table I). Interestingly, the degree distribution of the probabilistic network has a knee around degree $= 10$. More evidence for this is presented in the long version of this paper [18]. As a result, it resembles a mixture of distributions rather than a single distribution. This is because of the dependency of the degrees of the nodes; the existence/absence of a probabilistic interaction affects the degrees of the two nodes that is it adjacent to. We will look into this property in detail in Section III-B. The results on the other four organisms are similar.

This suggests that it is worth exploring mixtures of distributions to explain the degree distributions of probabilistic networks as well as joint degree distributions to capture the dependency between the degrees of the interacting nodes.

B. Evaluation of the joint degree distribution

In this section, we analyze the joint degree distribution of the nodes that are connected through an edge. Our results in this section demonstrate that the degree distribution alone is insufficient to describe the dependency of the degrees among the connected nodes. In our experiments, we use the bivariate log-normal distribution [20] to fit the actual distribution. This is because, in Section III-A, we observed that the log-normal distribution has the highest likelihood or has a likelihood that is very close to that of the best fitting model.

Table II lists the parameters of the distribution fitted to the degrees of the adjacent node pairs. Recall that a negative correlation indicates that nodes with high degrees tend to be connected to nodes with low degrees. Thus it shows an anti-correlation. As the value of the correlation approaches zero, it indicates that the nodes are connected to each other independent of their degrees. We observe that all the networks have a negative correlation. The probabilistic networks produce correlation with slightly smaller magnitude. Among all the networks, *C. elegans, H. pylori* and *S. cerevisiae* have correlation with the largest magnitude. These are the organisms with the large knee in the degree distributions. *D. melanogaster* and *E. coli* have the correlation with the lowest magnitude. These results suggest that the degrees of neighboring nodes are not independent. Proteins that have many interactions prefer not to interact with other proteins of the same kind. They rather tend to interact with very specific proteins that can only make a very limited number of interactions.

IV. CONCLUSION

In this work we introduced a new model for biological networks, the probabilistic network. We used it to compute degree distributions and compare the results with the deterministic solution. We fit probabilistic models to the empirical data via MLE. We performed these experiments both for single node degree distribution and joint degree distribution for nodes connected by edges, finding that the degrees of neighboring nodes are inversely correlated. In future work we plan to assess the robustness of probabilistic biological networks to errors in probability values.

### Table II

<table>
<thead>
<tr>
<th>Organism</th>
<th>Case</th>
<th>Correlation</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>D. melanogaster</em></td>
<td>D</td>
<td>-0.024</td>
<td>2.502</td>
<td>1.335</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>-0.021</td>
<td>1.495</td>
<td>0.902</td>
</tr>
<tr>
<td><em>S. cerevisiae</em></td>
<td>D</td>
<td>-0.097</td>
<td>2.389</td>
<td>1.205</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>-0.109</td>
<td>1.589</td>
<td>0.965</td>
</tr>
<tr>
<td><em>C. elegans</em></td>
<td>D</td>
<td>-0.310</td>
<td>1.797</td>
<td>2.054</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>-0.331</td>
<td>1.197</td>
<td>1.189</td>
</tr>
<tr>
<td><em>H. pylori</em></td>
<td>D</td>
<td>-0.269</td>
<td>1.956</td>
<td>1.160</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>-0.205</td>
<td>1.023</td>
<td>0.703</td>
</tr>
<tr>
<td><em>E. coli</em></td>
<td>D</td>
<td>0.106</td>
<td>2.385</td>
<td>1.647</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>-0.085</td>
<td>1.273</td>
<td>0.700</td>
</tr>
</tbody>
</table>
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