“I Impressed Myself With How Confident I Felt”: Reflections on a Computer Science Assessment for K-8 Teachers
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ABSTRACT
The computer science education community has made great strides in promoting diversity and inclusion in computing fields and bringing K-12 CS learning opportunities to broader groups of learners. However, one area that has not been investigated fully is how assessments can influence a learner’s confidence and attitudes towards CS. Stereotype threat and test modality have been shown to affect the performance of CS test takers. This experience report examines how novice CS learners respond to a CS assessment by investigating an increasingly important group of novice CS learners: K-8 classroom teachers. We conducted focus groups with elementary and middle school teachers as part of a week-long CS professional development workshop. The focus groups were held after teachers completed pre- and post-assessments. The assessment instrument featured multiple-choice and short-answer questions with block-based programming snippets. Many teachers reported a positive disposition towards learning CS after completing the pre-assessment, which they attributed to having a growth mindset. Themes related to their confidence involved the difficulty and format of the assessment, with comments about difficulty reducing after the post-assessment. When asked about their thoughts on the assessment from the perspective of their students, they provided suggestions with particular attention to its format. These findings provide insight for CS assessment design and implementation, as well as support further research on the impact of assessments on CS learners.
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1 INTRODUCTION
The need to recruit and retain diverse students in computer science is as high as ever. Research on computer science outreach and the role of recruitment interventions has focused on promoting a diverse and inclusive workforce [1, 10, 13], which in turn leads to broader perspectives and new innovations. However, there are still low numbers of women and students from underrepresented groups enrolling in computer science programs [5, 6, 9, 20, 21] due to a wide variety of issues. However, the effects that knowledge assessments can have on students’ attitudes towards the field have not been fully explored. Studies have shown that test modality and stereotype threat can affect underrepresented groups’ performance on computer science examinations [17, 24]. These factors can make computer science tests a deterrent for these underrepresented groups who already self-assess their science, technology, engineering, and math abilities as lower than that of non-minority males [16].

In order to better understand the relationship between CS assessments and attitudes towards CS, we conducted a study with an increasingly important population of novice CS learners: classroom teachers in K-8. Many teachers in the US are being asked to learn computer science and then integrate it into their classroom activities, but most teachers have no formal computer science background. To prepare them, the CS education community relies primarily on professional development workshops and other activities. Research has found that professional development workshops are effective in increasing teachers’ and students’ confidence in their coding abilities [14].

We conducted this study in the context of a one-week computer science professional development workshop for K-8 teachers. We designed CS assessments to evaluate how well the teachers learned the CS concepts presented to them. Teachers completed the assessments at the start and end of the week-long workshop and participated in focus groups in which we asked them about their experience taking the assessment and their attitudes toward CS. Their focus group responses were analyzed qualitatively through the use of thematic analysis, in which themes were assigned to their responses. We found that teachers expressed high confidence in their ability to learn CS after both the pre- and post-assessments. When they did report low confidence, they attributed it to the assessment’s difficulty and format. The teachers also provided insight into how the assessments could be improved for student test takers, with specific recommendations about the assessments’ presentation and content. We conclude with a set of practical implications for assessment design and implementation in the classroom. These findings support further research on the impact of assessments on CS learners.
2 RELATED WORK

One of the overarching motivations behind our research is broadening participation in computer science, as there is a significantly low number of women and people of color in computer science and related fields. In 2017, only 18.1% of computer science degrees were awarded to women, while around 9.75% of degrees were awarded to either Black or Hispanic people [11]. There are many barriers to computer science for historically underrepresented groups, including lack of exposure, low self-efficacy, stereotypes about computer scientists, and the societal belief that males are better at science, technology, engineering, and math [2, 16]. We hope to contribute to the literature on this topic by studying the perceptions of a diverse group of teachers and their attitudes toward a CS assessment.

A potential barrier for minorities in computer science that has not been fully explored is CS assessments. How assessment items are presented can significantly impact the performance of women and people of color. In a study of the summative assessment for the AP Computer Science Principles course, code questions were presented to students in either text or block form [24]. The researchers found that students performed better on questions that presented code in a block-based language over questions that showed code in a text-based language. This result was significant for students identifying with underrepresented groups in the field of computer science. A possible explanation discussed in the paper is that some students may be intimidated by text-based languages, which would link the modality to social and cultural influences.

Another factor that can influence how well a person does on a test is stereotype threat, which is when a person’s performance is influenced by a known stereotype [19]. In a study of undergraduates in a computer science course, students who were asked for demographic information before a test scored lower on the subsequent computer science exam [17]. By informing and evaluating the design of computer science assessments that reduce bias and stereotype threat, we can ultimately reduce their negative effect on students’ attitudes and confidence in computer science.

The assessments designed for teachers in this study were based on literature in block-based assessments. Most prior work has focused on assessing the knowledge of children participating in outreach programs. For example, the Computational Thinking Test (CTt) is a multiple-choice exam in which the questions and answers are presented in block form, focusing on loops and code sequencing [22]. The CTt was tested for convergent validity against assessments that used Bebras Tasks and Dr. Scratch and was found to be partially convergent with both. The K-2 assessment questions, which used code blocks that show directions like north, east, south, and west with the goal of reaching an end point, were based on CTt questions and were meant to demonstrate knowledge of program sequencing. Another study used a block-based test featuring multiple-choice, true/false, and open-ended questions covering topics such as loops, variables, and conditionals to assess what concepts students are learning with block-based curricula [12]. This assessment led us to use short-answer questions in both the K-2 and 3rd-8th assessments, such as questions that ask “What will this program say?” and request a short open answer. The teachers that participated in our workshop learned to program using block-based programming languages, with the goal of using these languages to teach their own students. Therefore, our assessment presented code in a block-based format, drawing from the prior work on block-based assessments.

3 TEACHER CS WORKSHOP STUDY

We conducted the present study in the context of a week-long computer science professional development workshop for K-8 teachers with little to no prior experience in computer science and programming. The workshop’s goal was to provide teachers with knowledge and hands-on practice in CS concepts and how to incorporate them into their teaching. It consisted of five 7-hour sessions conducted during the span of a week and included introductions to block-based programming languages and opportunities for the teachers to design activities and lesson plans for their K-8 classrooms.

3.1 Participants

A total of 40 K-8 teachers participated in this professional development, recruited from flyers distributed at several schools in our local county in the Southeastern United States. One teacher did not complete any of the surveys or assessments administered during the workshop, so that teacher’s data is excluded from this study. We consider the remaining teachers in two cohorts: K-2 and 3rd-8th grade teachers. As discussed below, these teachers experienced different content and were given different versions of the pre- and post-test. There were 18 teachers in the K-2 cohort and 21 in the 3rd-8th cohort. Table 1 describes the demographic information of these cohorts. Teachers had an average of 10.8 years of teaching experience, with the 3rd-8th teachers specializing in particular subjects: math and science (11), language arts (3), social studies (1), and multiple subjects (6).

3.2 Assessment Design

The goal when designing the assessment was to measure what the teachers would be learning during the professional development workshop, so we carefully aligned the assessment with the workshop’s curricular plan. We designed one assessment for each grade cohort based on the programming language each cohort would be using. The two assessments were designed to be similar in question type and difficulty. The workshop activities were designed around block-based languages that the teachers could then use in their courses to teach their own students. The workshop content for the K-2 cohort used resources from Code.org’s Course A [7], which featured block languages with minimal text and focused on activities that involved moving objects within 2-dimensional environments. The assessment questions drew from examples in the Code.org Course A curriculum and featured the same block images from these materials in the questions and answer choices. The 3rd-8th cohort used Snap! in their workshop coding activities [15], and activities were inspired by the Beauty and Joy of Computing curriculum [23]. Assessment questions for these teachers featured Snap! code images in their question and answer choices. To assess learning, the same assessment was administered as a pre-assessment and post-assessment.

Both assessment instruments can be found at the following link: https://cise.ufl.edu/research/learndialogue/teacher-workshop/assessments/
### Table 1: Teacher demographic information by cohort

<table>
<thead>
<tr>
<th>Demographic Information</th>
<th>K-2</th>
<th>3rd-8th</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>17</td>
<td>19</td>
<td>36</td>
</tr>
<tr>
<td>Male</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Black/African American</td>
<td>3</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>White/Caucasian</td>
<td>13</td>
<td>12</td>
<td>25</td>
</tr>
<tr>
<td>Total</td>
<td>18</td>
<td>21</td>
<td>39</td>
</tr>
</tbody>
</table>

In order to better fit into the workshop’s schedule, the assessment items consisted of mostly multiple-choice questions with five options, as recommended by prior research on assessment design [4]. Approximately half of the questions were short-answer questions, which were included to get a more accurate assessment of their knowledge, reducing the effects of guessing the right answer on the multiple-choice questions. The K-2 assessment had 14 questions (7 short-answer questions), and the 3rd-8th assessment had 17 questions (7 short-answer questions). Both assessments covered topics on code sequencing, conditionals, loops, and variables. The K-2 assessment focused more on programming tasks related to directional movement in a 2-dimensional space, while the 3rd-8th assessment featured questions on conditions for displaying text or numeric output and conceptual questions (see Figure 1).

We aimed to word questions in a gender-neutral way and avoided questions that could be interpreted as referring to a particular gender, as recommended by prior work on stereotype threat in assessments [17]. We also attempted to avoid questions that required knowledge of more than simple math procedures and science, so as not to elicit negative stereotypes related to science, technology, engineering, and math abilities. Instead, questions were created with the teachers and their students in mind, focusing on what they would find useful, such as the grade calculator question in Figure 1.

### 3.3 Procedure

The assessments were administered once at the beginning and once more at the end of the workshop. In order to understand the assessment’s impact on teachers’ understanding of CS concepts, as well as their thoughts on computing and related materials, we conducted focus groups with the teachers after each assessment. The teachers were introduced to their interviewers and split into eight focus groups of three to five participants each, with each group only consisting of teachers from the same grade cohort. The following were the questions asked during the focus groups following the pre-assessment:

- You just completed a pre-assessment, which we did not expect you to know the answers to. How did you feel about that assessment, in terms of difficulty, content, or format?
- How confident do you feel in your ability to succeed in this workshop?
- What final thoughts and suggestions do you have regarding this assessment?

The following were the questions asked during the focus groups following the post-assessment:

- What are your thoughts regarding the assessment’s representation of the topics covered in the workshop?
- After taking the assessment the second time, how are you feeling about your computer science abilities?
- Now that you are familiar with CS, what recommendations do you have about the assessment?
- Research has shown that some assessments have implicit bias. How do you think we could reduce stereotype threat and bias with this assessment?
- What final thoughts do you have regarding this assessment?

### 3.4 Thematic Analysis

The focus groups were video or audio recorded with permission from the participants, and the recordings were transcribed for further analysis. We used the transcripts to identify emerging themes in the teachers’ responses for both focus groups following the pre- and post-assessments. Themes were derived from the most commonly used words in teachers’ responses. Each response was assigned a single broad theme based on its content, which was either a new theme or a pre-existing theme that had been assigned to a previous response. After assigning themes to each response, we reviewed the responses once more to assign a subtheme to each response based on the details provided. One focus group was excluded from this analysis because the post-assessment recordings for that focus group were inadvertently not collected.
4 RESULTS

4.1 Assessment Scores

Of the 40 participants, 34 completed both the pre-assessment and post-assessment for their respective grade cohort (14 from the K-2 cohort, 20 from the 3rd-8th cohort). Each item in the assessments was assigned one point value, resulting in a total score of 14 for the K-2 assessment and 17 for the 3rd-8th assessment. The K-2 assessment scores were not normally distributed while the 3rd-8th assessment scores were, according to Shapiro-Wilk tests. The average K-2 pre-assessment score was 60.4% (SD = 19%), and this score increased to an average of 79.1% (SD = 10.6%) for the K-2 post-assessment, showing a significant increase in score from pre- to post-assessment (Wilcoxon signed rank test: $p = 0.0047$; effect size: Cohen’s $d = 1.21$). For the 3rd-8th cohort, the average pre-assessment score was 39.4% (SD = 20.1%), increasing to an average of 71.8% (SD = 12.5%) in the post-assessment, also showing a significant increase in score from pre- to post-assessment (t-test: $p < 0.0001$; effect size: Cohen’s $d = 1.93$).

4.2 Focus Group Themes Following Pre-Assessment

Table 2 shows a summary of the main themes and subthemes identified from the focus groups following the pre-assessment. The most common theme was confidence, mentioned 34 times. Responses in this theme related to questions about how confident the teachers were feeling about their ability to succeed in the professional development workshop. We identified four subthemes for the responses classified under this confidence theme: confident in ability to succeed (10 times), not confident in ability to succeed (7 times), neutral confidence in ability to succeed (3 times), and positive disposition to learning (17 times). This last subtheme is distinct in that it refers to responses in which a teacher expressed low confidence in the CS subject matter but a willingness to learn and improve her knowledge, as exemplified by the following quote:

“I think you can only go up. At least for me I’m starting with absolutely no knowledge, and so I know that by the end of the week I’m going to have to use all this knowledge. So right now, I’m just sitting here waiting to absorb it and get hands-on practice with it. So right now, I do not have confidence in my ability, but I have confidence in that I’m going to learn this week and be able to do it by the end.”

(3rd-8th cohort, 53% on pre-assessment)

The next theme, mentioned 26 times, was that of question difficulty. Responses in this theme mentioned the level of effort involved in answering the assessment questions, as well as strategies for completing the assessment. Most teachers mentioned guessing and using logic (17 times) as their main strategy, “I felt like I could guess on some of them through logic, but I wasn’t very confident in the answers” (K-2 cohort, 62% on pre-assessment). Other teachers simply mentioned the challenging difficulty (6 times) of the questions, with a few specifically referencing the use of CS-specific terminology (3 times) as a source of frustration.

The final theme we identified from the focus group responses related to the assessment’s format and presentation, and it was mentioned 20 times. Some teachers praised the use of block-based program images (9 times) as part of the questions, which helped them more easily visualize the questions. A few teachers indicated a preference towards fitting all questions into a single window (5 times) to avoid unnecessary scrolling. Others commented on the look and feel (3 times) of the assessment, specifically referencing how selected responses were perceived as being incorrect because they would be highlighted in red, “We both agree the background color when you click the choice should not be in ‘wrong’ red” (K-2 cohort, 46% on pre-assessment). Finally, there were a few mentions about the variety of question types (2 times), specifically mentioning the benefits of having different question types.

4.3 Focus Group Themes Following Post-Assessment

Table 3 shows the main themes and subthemes identified from the focus groups following the post-assessment, which was held at the end of the workshop. Once again, the main theme of confidence emerged from the teachers’ responses to the focus group questions, mentioned 43 times. However, the subthemes were slightly different than in the pre-assessment. The subthemes of confident in ability to succeed (17 times) and not confident in ability to succeed (3 times) returned, but we also found mentions of understanding CS concepts (23 times). The following quote illustrates this subtheme:

“Like, I understood the language. The first time I was like, ‘what is this?’, but this time I’m like ‘oh OK,’ like I know exactly what they’re asking and what the code is saying.”

(3rd-8th cohort, 82% on post-assessment)

Teachers also commented on the format of the assessments, mentioning it 21 times. Most of their responses involved the survey tool that was being used, referencing the look and feel (9 times) and the variety of question types (9 times), similar to the responses found in the pre-assessment. Additionally, teachers made comments about the number of questions (3 times), mostly relating to insufficient time to cover all of the questions, as described here:

“I think there could have been less questions. Even at the beginning, 17 is kind of intimidating. I think it could’ve been like 10 questions. I think we would’ve been more comfortable with that. I think we were kind of anxious about 17 and it taking 25 minutes.”

(3rd-8th cohort, 65% on post-assessment)

During the focus groups following the post-assessment, we asked teachers for their thoughts on avoiding bias (16 times) and for additional suggestions. Some teachers felt that the assessment had no biased language (8 times), with mentions on how it does not use gendered pronouns or cultural references. Regarding suggestions, teachers mentioned how the assessment required English reading and math skills (5 times) to be completed properly, how seating arrangements (2 times) can influence a test taker’s confidence if they are sitting next to a highly skilled student, and how students with limited access to computers (1 time) could find it more difficult to practice concepts at home.

The last emerging theme from the focus groups following the post-assessment was the content of the assessment, mentioned 15 times. In particular, teachers mentioned how the assessment properly covered the topics presented during the workshop, “I feel like we actually learned what we were assessed on” (K-2 cohort).
Table 2: Focus group themes following pre-assessment

<table>
<thead>
<tr>
<th>Theme</th>
<th>Subtheme</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidence</td>
<td>Positive disposition to learning</td>
<td>“I have confidence in that I’m going to learn this week and be able to do it by the end.”</td>
</tr>
<tr>
<td></td>
<td>Confident</td>
<td>“Still confident. I just feel like we’ll be able to pick it up.”</td>
</tr>
<tr>
<td></td>
<td>Not confident</td>
<td>“It made me a little more cautious.”</td>
</tr>
<tr>
<td></td>
<td>Neutral confidence</td>
<td>“I don’t know whether or not I would not want to stop once I got working on a program...”</td>
</tr>
<tr>
<td>Difficulty</td>
<td>Guessing and using logic</td>
<td>“Yeah, I was guessing and trying to figure out what it all meant.”</td>
</tr>
<tr>
<td></td>
<td>Challenging difficulty</td>
<td>“It was very difficult, I don’t know. When I start reading through it I understand what I don’t know and what I need help in.”</td>
</tr>
<tr>
<td></td>
<td>CS-specific terminology</td>
<td>“Also, some of the language that they use, you have to know that to get through it.”</td>
</tr>
<tr>
<td>Format</td>
<td>Block-based program images</td>
<td>“I agree with the pictures, that definitely helped. Without that, I’d be like ‘I don’t know.”</td>
</tr>
<tr>
<td></td>
<td>Fitting questions to window</td>
<td>“Sometimes it was so long that you couldn’t see the box... so you had to scroll.”</td>
</tr>
<tr>
<td></td>
<td>Look and feel</td>
<td>“I don’t think it should be red because it’s like ‘oh that’s wrong.’”</td>
</tr>
<tr>
<td></td>
<td>Variety of question types</td>
<td>“I thought the format was good ‘cause it had like multiple choice and typing answers.”</td>
</tr>
</tbody>
</table>

Table 3: Focus group themes following post-assessment

<table>
<thead>
<tr>
<th>Theme</th>
<th>Subtheme</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidence</td>
<td>Understanding concepts</td>
<td>“I understand. The first time it was kind of like a second language.”</td>
</tr>
<tr>
<td></td>
<td>Confident</td>
<td>“Yes, I was more confident in my answer choices and I wasn’t just randomly guessing.”</td>
</tr>
<tr>
<td></td>
<td>Not confident</td>
<td>“... it would take a lot more for me to really be able to master it.”</td>
</tr>
<tr>
<td>Format</td>
<td>Look and feel</td>
<td>“The red background wasn’t a surprise this time.”</td>
</tr>
<tr>
<td></td>
<td>Variety of question types</td>
<td>“I thought the assessment was good in that it wasn’t all multiple choice.”</td>
</tr>
<tr>
<td></td>
<td>Assessment length</td>
<td>“I think we were kind of anxious about 17 and it taking 25 minutes.”</td>
</tr>
<tr>
<td>Avoiding Bias</td>
<td>No biased language</td>
<td>“It maintained the language of computer science, it didn’t say he/she.”</td>
</tr>
<tr>
<td></td>
<td>Reading and math skills</td>
<td>“I mean obviously you have to have a pretty good grasp of English.”</td>
</tr>
<tr>
<td></td>
<td>Seating arrangements</td>
<td>“Me sitting next to a male technology savvy, even though I knew him really well, was really intimidating.”</td>
</tr>
<tr>
<td></td>
<td>Limited computer access</td>
<td>“A lot of students don’t have computers so it’s gonna be kind of hard for them to do things at home.”</td>
</tr>
<tr>
<td>Content</td>
<td>Coverage of topics</td>
<td>“I think it was really good, like it covered everything we learned in our group.”</td>
</tr>
</tbody>
</table>

5 DISCUSSION

The most common theme across both focus groups following the pre- and post-assessments was confidence. While some teachers expressed low confidence after the pre-assessment, many expressed a positive disposition towards learning more about computer science, regardless of how they felt they performed on the assessment. To that effect, one teacher said, “I feel like I can learn. I feel like we all have a growth mindset.” (K-2 cohort, 62% on pre-assessment). People with a growth mindset are more likely to view obstacles as learning opportunities rather than as a reflection of their intellectual ability [18]. In a study of undergraduates in an introductory computer science course, researchers found that fostering students’ growth mindset led to better performance on assessments compared to students who were not introduced to the concept of a growth mindset [8]. Having this growth mindset may have been the reason for the teachers’ self-reported confidence after both the pre-assessment and the post-assessment. The significant improvement in post-assessment score, as well as the reduction of low confidence responses from the focus groups following the post-assessment, echoes prior research on the benefits of having a growth mindset. The increased confidence of the teachers after the post-assessment is exemplified in the following quote:

“I was just, I impressed myself with how confident I felt going in taking it and how I could definitively quickly ‘yes’ this, ‘yes’ that instead of hemming and hawing about it.” (K-2 cohort, 77% on post-assessment)

When asked to elaborate on the reasons for their lack of confidence in their performance on the pre-assessment, teachers referenced the difficulty of the assessment questions. Some teachers resorted to guessing, “I felt like I could guess on some of them, through logic” (K-2 cohort, 62% on pre-assessment), and others mentioned the use of CS-specific terminology as a source of frustration, “I think there was a lot of terminology that was questionable” (K-2 cohort, 46% on pre-assessment). They also commented on the format of the assessment and how its presentation could be potentially frustrating to test takers. In particular, teachers expressed a preference towards keeping all relevant question information in a single screen of the assessment, “... if they have to flip back and forth between the reading passage and the question, they’re too conscious about having to find where they were again” (K-2, 50% on pre-assessment).

Subthemes relating to the assessment’s difficulty were not prominent in the focus groups following the post-assessment. Instead, teachers focused more on the format of the assessment and how to improve the test-taking experience overall. This change in theme
can be attributed to the professional development workshop’s goals of introducing the teachers to CS concepts and encouraging them to reflect on how to integrate CS into their own classrooms. The teachers’ newfound familiarity with the CS concepts reduced the difficulty of the assessment, turning their attention instead to the assessment’s presentation.

Some positive teacher opinions on the pre-assessment included the use of block-based program images in the question text and the variety of question types. The use of block-based program code in assessment questions has been shown to help improve scores over questions that use traditional code, with the effect being larger on female students and students from underrepresented minorities in CS [24]. One teacher commented on how the block-based program images helped her deduce the answers to the questions, "...without pictures I wouldn’t have been able to figure it out" (K-2 cohort, 77% on pre-assessment).

In the focus groups following the post-assessment, teachers were asked to identify potential sources of bias within the assessment to get their perspective on ways the assessment could be unintentionally affecting the confidence or performance of test takers. One teacher discussed how her sitting next to a male teacher who was very knowledgeable in the subject intimidated her and decreased her self-esteem, citing stereotypes related to her gender and ability to succeed in STEM. The following quote presents this concern:

“Like in our group, there were four of us from the same school, and me sitting next to a male technology savvy, even though I knew him really well, was really intimidating for the whole week.” (3rd-8th cohort, 59% on post-assessment)

In another focus group, a teacher suggested splitting the teachers into cohorts based on skill level. This suggestion is similar to results from prior research on pair programming, which found that students perform better on computer science exams when they work with partners of similar skill level [3].

### 5.1 Practical Implications

The results presented here highlight some practical considerations for assessing computer science learning:

- When making a digital assessment, make sure each question fits onto one screen so the learners do not need to scroll.
- Tell learners that a pre-test will have vocabulary they are not familiar with, and that is okay. Ask them to do their best.
- Ensure the number of questions is appropriate for the allotted time, taking into account the unfamiliar vocabulary and tendency of many learners to spend time reasoning through items they do not already know how to answer. Good estimates can be obtained by timing volunteers completing your assessment and adjusting the question number accordingly.
- For learners who may not already hold a strong growth mindset, explain the idea of a growth mindset before and/or after assessments and reinforce it throughout your course.
- Test the functionality of online software for administering surveys if this software is to be used for assessments. Its default color choices for user selections (sometimes red) may appear to suggest an incorrect answer.
- Avoid using gendered language in test items.

- Avoid using unnecessarily complex mathematical or scientific content in test items.
- Carefully consider seating arrangements to mitigate the risk that a student who works more slowly or has less prior experience will feel intimidated by a student who works more quickly or has more prior experience. Set classroom norms around what to do when some students finish early.

### 5.2 Limitations

Our findings have several limitations. We did not formally validate our assessments, but rather they were defined based on our prior experiences in computer science education research and topics covered in the workshop. Additionally, teachers were asked their thoughts on the assessments from their perspectives as K-8 teachers. These opinions may not directly correspond with those of K-8 students, since the teachers may already have stronger preconceived notions about computer science and assessments in general.

### 6 Conclusion

Despite the great strides the community has made in outreach and recruitment, research on how assessments can affect underrepresented groups in computer science is limited. With this study, we explored how our learners, K-8 teachers with very little prior computing experience, responded to an assessment designed as part of a professional development workshop. The assessment featured multiple-choice and short-answer questions, accompanied by block-based program images. The teachers shared their reflections on the assessment, as well as recommendations for improving its design, in focus groups conducted after both the pre- and post-assessment. We identified emerging themes and subthemes, and teachers’ responses were classified based on these themes. We found that teachers expressed high levels of confidence after taking both the pre- and post-assessments, which some attributed to their growth mindset.

Recommendations for the assessment included accommodations for test takers with low reading comprehension and math skills, limiting the number of questions shown at once, and paying closer attention to the look and feel of the assessment tool.

There are several directions to consider for future work. It is important to conduct similar studies in a classroom where the assessment score factors into the course grade. One teacher remarked they were not being graded during the workshop, so the pressure to perform well on the assessment was much lower, which could have influenced the confidence of the test takers. It is also important for long-term lines of research to continue to investigate assessments in the context of young learners who are still deciding on their career paths. Findings from this research can be used to inform further research on how to improve the test-taking experience for computer science learners.
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