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Abstract—Post-silicon validation is as an important
aspect of any integrated circuit design methodology. The
primary objective is to capture the bugs that have escaped
the pre-silicon validation phase. A major challenge in
post-silicon debug is the limited observability of internal
signals in the circuit. Recent technological advances, such
as embedded logic analysis, allow to store some signal
states in a trace buffer. A promising direction to improve
observability is to combine a small set of signals traced
every cycle with a large set of scan signals stored across
several cycles. The limited size of the trace buffer con-
strains the number of trace and scan signals that can be
stored. In this paper, we propose an efficient algorithm to
select a profitable combination of trace and scan signals
to maximize the overall signal restoration performance.
Our experimental results using ISCAS’89 benchmarks
demonstrate that our approach can improve the signal
restoration by 17% compared to the existing techniques.

I. INTRODUCTION

Before a chip can be delivered to a customer, it
is essential to verify the device for its functional and
structural correctness. Pre-silicon validation is used to
check for functional (logical) errors before the chip
is manufactured. A combination of simulation-based
techniques and formal methods is widely used during
pre-silicon validation. However, due to drastic increase
in design complexity and decrease in time-to-market
window, it is not always possible to detect all the errors
during the pre-silicon phase. To capture these escaped
bugs, efficient approaches are used during post-silicon
validation [14]. It is important to note that manufacturing
testing and post-silicon validation have different primary
objectives. Manufacturing testing is primarily used to
detect physical (structural) defects, while post-silicon
validation is designed to capture functional errors as well
as errors introduced due to electrical faults.

In order to check a circuit for functional correctness, it
is necessary to verify the internal signal states of the cir-
cuit with some golden reference. However, during post-
silicon debug, the circuit is already manufactured and it

is not possible to probe into each and every internal sig-
nal. Recent Design-for-Debug (DfD) developments such
as Embedded Logic Analysis (ELA) have allowed to
store some of the signal states. During the debug session,
a set of input tests are used, and the selected internal
signal states are stored in a trace buffer. Restoration
algorithms are used to reconstruct the unknown signal
states using the traced signal values. Ko et al. [11] and
Liu et al. [12] have proposed efficient signal selection
techniques based on partial restorability1. Recently Basu
et al. [2] have proposed a trace signal selection technique
using total restorability2 that can restore more signals
than the previous approaches.
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Fig. 1. Overview of post-silicon validation and debug

Figure 1 shows an overview of important activities in
post-silicon validation and debug. Decisions regarding
selection of efficient trace signals as well as trace buffer
design are performed at pre-silicon phase. If an error

1Partial Restorability of a signal refers to the probability that the
signal value can be reconstructed using known values of some other
traced signals.

2Total Restorability is a metric to compute whether a group of
signals can definitely reconstruct a set of signal states.
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is encountered during post-silicon validation, traced sig-
nal states are dumped. During debug both traced and
restored signal states are used to pinpoint the error.

Scan based debugging has been popular in manufac-
turing test domain. They are primarily used to identify
fabrication defects. It would be beneficial to use scan
dump in post-silicon debug. However, data can only be
dumped in scan or debug mode, during which the design
stops its normal execution, thus preventing real-time
observability of internal states of the circuit. Enhanced
scan chains are used to address this issue where shadow
flip-flops are used to form a shadow scan chain [10].
During scan dump, the internal states are propagated
through the shadow scan chains without interrupting the
normal execution of the circuit.

Ko et al. [10] have shown the importance of combin-
ing scan chains and trace signals. They use a part of
the trace buffer input bandwidth to store selected trace
signals every cycle. The remaining input bandwidth is
used to dump the scan signals at a certain frequency. Al-
though this approach produced promising results, there
are several challenges to make it useful in practice.
One major issue is that it used exhaustive exploration
to determine the profitable combination of trace and
scan signals. Such an exhaustive exploration can be
infeasible for real designs. Another major concern is that
the selected scan signals include almost all the flip-flops.
Such an approach is neither practical nor profitable in
many real scenarios, since a huge number of shadow
flip-flops will be necessary. Also, the time for scan dump
will increase, thus effectively decreasing the number of
scan dumps (only about 20 over 1k cycles for the ISCAS
’89 benchmarks).

In this paper, we have proposed an efficient technique
to determine the profitable combination of trace and scan
signals. Our approach uses a graph based representation
to select three important aspects: (i) efficient trace sig-
nals to be stored every cycle, (ii) the most profitable
scan signals to be included in the shadow scan chain,
and (iii) the scan dump frequency based on the trace
buffer width constraints. It is important to note that
trace signal states are stored every cycle whereas scan
signal states of a specific clock cycle are stored based
on dump frequency3. A major challenge is that these
three aspects are inter-dependent. For example, selecting
more trace signals implies less space for scan signals,

3For example, if the trace buffer width is 32, and 8 trace signals
are used, we have space left for only 24 scan signals. If we choose
a scan chain of 48 flip-flops, the scan dump should be in every two
(48÷24= 2) cycles. In other words, in clock cycle 0, states of 8 trace
signals are stored, whereas only the states of first 24 scan signals are
stored. Similarly, in the next cycle, 8 trace signal states and the last
24 scan signals (with states of cycle 0) are stored.

and vice versa. Even when the space for the scan signals
is reserved, choosing a large scan chain (too many scan
signals) implies longer scan dump frequency. In other
words, there is a critical balance between how many
signals to observe versus how many signal states can
be obtained for a specific clock cycle. Our proposed
approach addresses these challenges. Our experimental
results show that our method can significantly improve
restoration ratio compared to existing methods.

The rest of the paper is organized as follows. Sec-
tion II presents related works in signal selection. Sec-
tion III describes combined signal selection using il-
lustrative examples. Section IV describes our signal se-
lection algorithms. Section V presents the experimental
results. Finally, Section VI concludes the paper.

II. RELATED WORK

Limited observability of internal signal states is one
of the biggest challenges for post-silicon debug. Knowl-
edge of the internal signal states helps us to debug the
circuit using algorithms like failure propagation tracing
[3]. Similar to pre-silicon debug techniques, formal
methods for post-silicon debug have been proposed by
De Paula [5]. However, these formal techniques are only
applicable for circuits with small number of gates. Phys-
ical probing techniques were proposed by Nataraj et al.
[13]. These techniques are not useful in practice because
of the high complexity of modern IC designs as well as
a sharp decrease in feature size due to introduction of
nanoscale technologies. DeOrio et al. [6] proposed an
approach to verify memory subsystems in CMPs. Double
buffering [9] of scan elements are useful for debug, but
it introduces additional area penalty. Observability of
internal signal states can be increased using Design-for-
Debug (DfD) techniques. This is achieved by sampling
the data which is stored in on-chip trace buffers. Various
DfD techniques like embedded logic analyzer [1] and
shadow flip flops [9] have been proposed over the years.

Trace buffer based debugging is popular these days.
Some selected signal states are stored in the trace buffer,
from which, the rest of the signal states are obtained.
An important problem in this domain is which of the
signals need to be selected for tracing. Ko et al. [11]
and Liu et al. [12] have proposed efficient trace signal
selection algorithms based on partial restorability. These
methods were improved by Basu et al. [2] by propos-
ing an algorithm based on total restorability. Basu et
al. [20] also proposed efficient trace data compression
techniques to further improve restoration performance.
A logic implication based trace signal selection method
was proposed by Prabhakar et al. [15]. They used the
primary inputs, in addition to the traced signals for
restoration purposes.
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The use of scan chains for improving signal observ-
ability during post-silicon debug has been extensively
studied [4], [8], [17]. A combination of scan and trace
signals for post silicon debug was first proposed by
[7]. In their approach, the trace buffer is used to de-
termine the time window over which the bug might
have occurred. The experiment is then re-run with the
scan data concentrating on that particular time window.
Combination of trace and scan data were also used
by [18] for silicon debug. They used multiple runs of
the same experiment to obtain the trace data. The scan
data were used to select a known state. Both of these
approaches suffered from the fact that they are only
applicable to repeatable experiments. Hence, they are
not useful when the circuit response is not uniform for
multiple debug runs. Ko et al. [10] proposed an approach
of combining scan and trace data that works well even
in non-repeatable experiments. However, their method
used an exhaustive exploration of all possible trace-
scan combinations to determine the best result for a
particular circuit. This exhaustive exploration may not
be suitable for practical purposes. In this paper, we
have proposed an efficient algorithm to determine the
profitable combination of trace and scan signals as well
as the optimum scan dump frequency without explicitly
exploring all possible alternatives.

III. BACKGROUND AND MOTIVATION

In post-silicon debug, unknown signal states can be
reconstructed from the traced signal states in 2 ways -
forward and backward restoration [11]. Forward restora-
tion deals with the restoration of signals from input to
output, that is, knowledge of input values is used to
reconstruct the output. On the other hand, backward
restoration deals with reconstructing the input from the
output. Details on forward and backward restoration is
available in [11].
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Fig. 2. Example circuit with 8 flip-flops

Figure 2 shows a simple circuit with 8 flip-flops4

to illustrate how signal restoration works for both scan
chain and trace buffer based techniques. Let us assume

4This circuit was used in [2].

that the trace buffer width is 2, that is, state of only
two signals can be recorded in a clock cycle. Table I
shows the signal states that can be restored using se-
lected signals A and C (shown in shades) based on
[2]. The symbol ‘X’ represents the state that cannot
be determined. Restoration ratio, which is a popular
metric for calculation of signal restorability is defined
as follows.

Restoration Ratio =
No of states restored + traced

No of signals traced

It can be seen that the restoration ratio of 3.2 is
obtained in this case and a total of 32 states are obtained
including 10 traced ones and 22 newly reconstructed
ones.

TABLE I
RESTORED SIGNALS USING [2]

Signal Cycle 1 Cycle 2 Cycle 3 Cycle 4 Cycle 5
A 0 0 0 0 1
B 1 0 1 0 X
C 1 1 0 1 0
D X 0 0 0 0
E X 1 0 0 0
F X X 1 0 0
G X 0 0 0 0
H X X 0 0 0

We now show how combination of trace and scan
signals can help in signal reconstruction using the same
circuit. In the previous example, the trace buffer stored
a total of 10 states (width 2 and depth 5). In this case,
we use a trace buffer that can store 11 states. Signal C is
selected for tracing every cycle. The other two important
signals, A and F are used as scan signals. The scan dump
is performed in alternate cycles. The modified circuit is
shown in Figure 35.
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Fig. 3. Example circuit with both scan and trace signals

Table II shows the traced, scanned and restored signals
using [10]. The state values for signal C is traced every
cycle whereas the state values for scan signals (A and F)
are dumped in alternate cycles. The scanned signal states

5Our method uses partial scan. Recent research by Alawadhi et al.
[19] has shown that partial scan can be used without incorporating
additional penalty compared to full scan.
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are shown in bold. Although scan signals are dumped in
alternate cycles, the table shows states for both A and
F in cycle 1, cycle 3, and so on. This is because in
cycle 1 the state of signal A is dumped whereas in cycle
2 the state of signal F is dumped. However, the scan
chain (i.e., A and F using shadow flip-flops) holds the
state for the same cycle, although different parts were
dumped in different cycles. In other words, the signal
state of F captured at cycle 1 is dumped in cycle 2.
As described by [10], the scan chains need not consist
of flip-flops that are physically connected. For example,
the scan chain here consists of flip-flops A and F that
are connected via flip-flop D, which, in turn, is not part
of the scan chain. In other words, a virtual scan chain
can be developed only comprising of the two flip-flops
A and F . Although the restoration ratio obtained here is
3.1 (less than the no-scan method), the number of states
restored is 34 which is higher than obtained earlier (32
in case of Table I). Thus, more signal states give a more
detailed view of the internal state of the circuit.

TABLE II
RESTORED SIGNALS USING [10]

Signal Cycle 1 Cycle 2 Cycle 3 Cycle 4 Cycle 5
A 0 0 0 0 1
B 1 0 1 0 X
C 1 1 0 1 0
D X 0 0 0 0
E X 1 0 0 0
F 1 X 1 0 0
G X 0 0 0 0
H X 1 0 0 0

The primary problem of combining scan and trace
together is to determine what signals to select for tracing,
and which ones to be incorporated in the scan chain.
Trace signals should be chosen such that they comprise
of the important signals in the circuit that can control
significant parts of the circuit. Scan chains on the other
hand should be distributed around the circuit so that the
total snapshot at a particular clock cycle can be obtained
during debug. Since the trace buffer is getting divided
between the trace signals and the scan chains, it is also
important to know how this division is done. Clearly,
an equal division might not be beneficial since it would
mean much more importance to the trace signals and
decreasing the number of scan dumps. Ko et al. [10]
explored all combinations of number of trace signals and
scan dump frequency to obtain a beneficial combination.
In this paper, we have developed an algorithm to select
an efficient combination of trace and scan signals to
maximize the overall signal restoration.

IV. TRACE AND SCAN SIGNAL SELECTION

Similar to trace-only debug approaches, both the trace
and scan signals are chosen during the design phase

of a particular circuit. The states of the trace signals
are monitored every cycle, while the scan signals are
dumped at certain time intervals in a repeated fashion.
We first introduce our debug architecture. Next, we
describe our trace and scan signal selection algorithms.

A. Trace+Scan Debug Architecture

Our trace-scan combined architecture is motivated by
the design of Ko et al. [10]. The entire space of the
trace buffer is divided into two parts - one for the trace
data and the other for the scan dump. The states of trace
signals are offloaded into the trace buffer at every clock
cycle. The trace buffer width determines the number of
scan signals dumped as well as the scan dump frequency.
However, since the trace buffer size is constant, the total
amount of data that can be stored remains fixed. With
an increase in number of flip-flops in the scan chain, the
amount of data produced in each dump increases. As a
result, the number of scan dumps has to be decreased in
order to maintain the trace buffer constraints. The scan
chain is divided into small sub chains to allow complete
utilization of the total trace buffer width in the same
way as [16]. These are represented as n sub chains in
Figure 4. The partitions are shown to be numbered from
1 to n. Each of these n sub chains utilize the trace buffer
inputs for dumping. To facilitate the tradeoff between
scan and trace data, [10] have proposed introduction of
multiplexers in front of the trace buffer inputs. This
helps in dynamically reconfiguring the inputs for the
trace or the scan signals. In our case, the inputs to the
trace buffer are predetermined for a particular circuit.
Hence, multiplexers are not needed, and this reduces
the hardware overhead as well as delay associated with
dynamic reconfiguration mechanism. The trace buffer
has a width w and depth d. Therefore, the total number
of bits that can be stored in the trace buffer are w×d.
Here, m of the inputs are dedicated for trace signals,
while n sub-scan chains dump their values in the trace
buffer. Clearly, w = n+m.

We now describe how the trace buffer based technique
is used to differentiate between scan and trace data. We
consider the same example circuit in Figure 3. Let the
trace buffer be of width 2 and depth 5. Now, one of
the two trace buffer inputs is dedicated for the trace
signal, that is, C, which is traced every clock cycle. The
other input, is dedicated to the scan chain, comprising
of flip-flops A and F . It has to be noted that since
the scan chain is of length 2, the scan dump will take
place every two cycles. The amount of data offloaded
using trace based debugging is 10 bits (as seen in
Table I), while the amount of data obtained using the
scan-trace dual is 11 bits (as seen in Table II), which is
slightly higher. A small increase in trace buffer size can
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Fig. 4. Proposed Architecture: The width w of the trace buffer is
shared by m trace signals and n subchains of the scan chain

help in accommodating all the scan signals. Since the
scan data comes from a larger number of scan signals,
the observability is enhanced compared to when only
trace signals were selected for debugging. Our proposed
algorithm comprises of two parts. First, we determine
which trace signals are beneficial. Next, we determine
profitable set of scan signals and scan dump frequency.

B. Trace Signal Selection Algorithm

In this section, we determine the signals that are
needed to be traced during debug. The main problem that
we face here are twofold. First of all, the trace signals
need to be chosen efficiently in order to incorporate
the advantages of using the scan signals during debug.
Also, unlike the trace-only approaches ([2] and [11]), the
number of signals to be traced is not fixed. Although,
the maximum number of signals to be traced is equal
to the trace buffer width, the actual number of traced
signals can be less to accommodate the scan signals.

We use two terms connectivity and threshold in
our algorithm. The connectivity of a state element is
defined as the number of state elements connected with it
through other combinational gates (only) in both forward
and backward directions, as explained in Section III.
The threshold is a minimum limit on the connectivity
of a state element, so that it is selected for tracing. We
now explain these terms using the example in Figure 2.
The connectivity of the flip-flops can be determined
using the circuit diagram. For example, in Figure 2, the
connectivity of C is 4, since flip-flops A, B, D and E are
connected to it. Similarly, connectivity of flip-flop A is
2 since only C and G are connected to it.

Algorithm 1 outlines the major steps in our trace
signal selection algorithm. First we create a graph from
the circuit, with each node representing a state element.
The edges between the nodes represent the path taken
to reach from one state element to the other. This graph
construction follows the same methodology described in

[2]. The graph for the example circuit (in Figure 2) is
shown in Figure 5.
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Fig. 5. Graphical representation of example circuit

As can be seen, each of the 8 flip-flops are rep-
resented by 8 nodes in the graph. The connectivity
between the nodes in the graph corresponds to the flip-
flop connectivity in the original circuit. It should be
noted that no separate provision is kept for forward or
backward edges. Once the graph is constructed, the node
with the highest connectivity is selected as the most
profitable trace signal. All the adjacent nodes and itself
are deleted from the graph. The next node with highest
connectivity is chosen. If the connectivity of the node is
less than the threshold, the computation stops, otherwise
the signal selection procedure goes on until the trace
buffer width is reached.

Algorithm 1: Trace signal selection algorithm
Input: Circuit, threshold
Output: List of trace signals S (initially empty)
1: Create a graph GP from the circuit.
while trace buffer is not full do

2: Find node with highest connectivity in GP.
3: If connectivity is less than threshold return S.
4: Otherwise, add the new node to the list S.
5: Delete it and its adjoining nodes from GP.
6: Re-compute the connectivities of all nodes.

end
return S

Let GP denote the graph model of Figure 5. In this
example, we use 40% of the total number of flip-flops
in the circuit (i.e., 3.2) as threshold. The node with the
highest connectivity is C, 4, which is more than the
threshold. Therefore, C is selected for tracing. Let R{C},
defined as relations of C, be the set of nodes connected
with C, including C i.e., R{C}= {A,B,C,D,E}. Step 5
of Algorithm 1 recalculates GP = GP−R{C}. In other
words, after deletion of C and its adjoining nodes, the
modified GP consists of only three nodes (F , G and
H) where F is connected to both G and H. The node
with the next highest connectivity in GP is F , with a
connectivity of 2. Since this is less than 40%, F is not
considered as a profitable trace signal. The algorithm
returns C as the selected trace signal.
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C. Scan Signal Selection Algorithm

In this section, we describe our proposed algorithm for
selection of both scan chain and scan dump frequency.
The procedure to determine the scan chain is shown in
Algorithm 2. First, we create a graph from the circuit,
in the same way described in Section IV-B. Once the
graph is constructed, all the nodes that are part of the
trace signals or are connected to those trace signals are
removed from the graph. Then, a minimal node set is
obtained from the graph. A minimal node set has two
requirements. First, it is a group of nodes such that each
and every other node in the graph is connected to at least
one node in the set. Also, it should be minimal i.e., the
set should have the least number of nodes. The procedure
to obtain the minimal node set is shown in Algorithm
3. The flip-flops corresponding to the nodes in the node
set constitute the scan chain. We first describe how the
minimal node set is created. Next, we use an illustrative
example to describe how the algorithm works.

Algorithm 2: Scan signal selection algorithm
Input: Circuit, already selected trace signals
Output: List of scan signals S (initially empty)
1: Create a graph from the circuit.
2: Remove the nodes related to trace
signals and its immediate neighbors.
3: Compute the node values.
4: Find the minimal node set S.
return S

1) Creation of Minimal Node Set: The first step con-
structs a graph model of the circuit. Once the graph has
been created, the minimal node set has to be determined.
During the creation of the minimal node set, care must
also be taken to ensure that the nodes having higher
connectivity are selected for scanning. The algorithm for
minimal node set construction is shown in Algorithm 3.

Algorithm 3: Minimal signal set creation
Input: Circuit as graph, Node values
Output: Minimal Node Set S (initially empty)
1: Put all the nodes in a list GPS.
while GPS is not empty do

2: Find the node with the highest connectivity.
3: Remove the node from GPS.
4: Remove all nodes associated with that node
from GPS along with their associated edges.
5: Recompute connectivity values.

end
return S

2) Illustrative Example: We now explain each of the
steps in the algorithm using the graph in Figure 5. It
should be noted that since the circuit in Figure 2 is
small, we have not taken into consideration the effect
of nodes that have been selected for tracing; that is, we
have shown the scan signal approach independently of
the algorithm described in Section IV-B. In other words,
we assumed that there are no trace signals in this case.
As can be seen from Figure 5, the node C and F have
highest connectivity. We choose node C as the initial
node. The nodes associated with it (i.e., A, B, D and E)
are also removed along with their corresponding edges.
The node connectivity information is then recomputed.
After deletion of C and its adjoining nodes, the modified
GP consists of only three nodes (F , G and H) where
F is connected to both G and H. In other words, the
connectivity values for F , G and H are 2, 1 and 1,
respectively. The node with the next highest connectivity
is F . Once F is selected and the adjoining nodes (G and
H) are deleted, the graph becomes empty. Therefore, the
computation stops. The scan chain obtained comprises
of the two flip-flops C and F .

The basic idea behind this form of scan cell selection
is that each node in the entire circuit is either in the
minimal set or connected to at least one node in the
set. Therefore, when the scan dumps (of flip-flops in the
minimal set) are performed, the signal states of the nodes
that are not in the minimal set can be reconstructed based
on scan dumps. For example, in Figure 5, if the state of
C is dumped in cycle i, the states of A and B may be
obtained in cycle i−1, while the state of D and E may
be obtained in cycle i+1.

Now we describe how to compute scan dump fre-
quency for a set of scan signals (scan chain) based
on a particular trace buffer size and number of inputs
dedicated to the trace signals. Let the trace buffer depth
and width be d and w respectively. Let m be the number
of inputs dedicated to the trace signals. Therefore, the
number of inputs of the trace buffer dedicated to the scan
chain per cycle are w−m. Let the scan chain length be l.
Therefore, number of cycles it takes to dump the entire
scan chain into the trace buffer is l

w−m . This determines
the scan dump frequency, since the scan chain will be
dumped after each l

w−m cycles. Since the depth of the
trace buffer is d, the number of scan dumps would be
d×(w−m)

l .

V. EXPERIMENTAL RESULTS

Table III shows the results of comparison with [10].
We implemented both the approaches for the 3 largest
ISCAS’89 benchmarks. The trace buffer is chosen with a
width of 32 and a depth of 1024. In case of our approach,
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a threshold value of 10% is chosen for selecting the trace
signals. To maintain fairness, in our implementation of
the method proposed by [10], we have used the same
number of trace signals as our approach and driven
the inputs of the benchmarks with the same set of
random values. The first column in Table III shows the
circuit name. The second and third columns represent
the number of states restored using our approach and
the one proposed by [10]. Finally, the last column gives
the improvement, which is the ratio of the number
of extra states restored by our approach compared to
the states restored using [10]. Our approach performed
consistently better than [10] and produced up to 17.3%6

improvement in restoration performance.

TABLE III
COMPARISON WITH [10]

Restored States
Circuit Our [10] % Impro-

Approach vement
s38584 332854 283792 17.3%
s38417 601878 540603 11.3%
s35932 338090 326602 3.5%
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Fig. 6. Comparison with [11] and [2]

We now compare our proposed approach with the
existing trace-only approaches in [2] and [11]. Figure 6
shows the comparison of restoration ratio using the
3 largest ISCAS ’89 benchmarks. As expected, our
proposed approach outperforms the other two techniques
for s38417. However, our proposed approach outper-
forms [11] for the remaining benchmarks but produces
comparable results with [2]7. The main reason is that
these benchmarks have large number of dominating

6The maximum improvement we obtained is 44% in case of s9234.
Since [10] did not report it in their paper, we also omitted it.

7In these cases, our approach can be considered as a trace-only
approach, that is, a trace-scan combined approach with zero scan
dumps, which selects the best trace signals using the method in [2].

signals, which needs to be traced every cycle. Tracing
only a few of them and performing scan dumps at regular
frequencies is not helpful. On the other hand, the number
of such dominating signals in s38417 is low. Hence, a
better restoration performance is obtained with the trace-
scan combined approach. In summary, it is beneficial to
select only trace signals if a design has large number
of dominating signals, otherwise selection of both trace
and scan signals is beneficial.

VI. CONCLUSIONS

Post-silicon validation and debug is a very com-
plex and time consuming process in the overall de-
sign methodology. One of the primary tools for post-
silicon debug is signal tracing. Combining trace (non-
scan) and scan signals is a promising approach that
facilitates debug by enhancing signal reconstruction
within trace buffer size and bandwidth constraints. We
developed efficient algorithms to select profitable trace
signals and scan chains to maximize the restoration ratio.
Our experimental results using ISCAS’89 benchmarks
demonstrated that our method provides up to 17% higher
restoration compared to existing approaches.
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