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Abstract

The idea of improving multi-sided piecewise polynomial surfaces, by explicitly prescribing their behavior at a central surface point, allows for decoupling shape finding from enforcing local smoothness constraints. Quadratic-Attraction Subdivision determines the completion of a quadratic expansion at the central point to attract a differentiable subdivision surface towards bounded curvature, with good shape also in-the-large.

CCS Concepts

- Computing methodologies → Parametric curve and surface models;
- Mathematics of computing → Continuous functions;

1. Introduction

Classical subdivision algorithms, and Catmull-Clark subdivision in particular, have found widespread acceptance due to their intuitive simplicity of generalizing uniform knot insertion of B-splines as local mesh refinement. At extraordinary points, classical subdivision can be expressed as multiplication with a sparse matrix. A series of optimizations (‘tuning’) that use of larger footprint rules have been proposed to address shape problems near the extraordinary point. Guided Subdivision harnesses a larger number of degrees of freedom by first computing a fixed surface prototype from the control net. The prototype surface is called the guide. A refinement step can then be viewed as adding an inner surface ring to a nested sequence of rings whose limit converges to the guide. A more recent class of ‘point-augmented’ subdivision (PAS) algorithms aims to combine the simplicity of classical algorithms with the observed good shape of guided subdivision: PAS surfaces exhibit considerably better curvature distribution than optimized classical algorithms, both in-the-large and in the vicinity of the extraordinary point – but, like classical algorithms, can still be implemented as repeated matrix multiplication. However, PAS algorithms are not curvature bounded. ($C^2$ continuity would require increased degree of the surface rings [PR08, Chap 6]). Tuned algorithms achieve bounded curvature, but ostensibly at the price of oscillating curvature. This raises the question whether low-degree matrix-based algorithms can be both curvature-bounded and deliver good shape?

Figure 1: Evolution of control nets (a) e-net (thick lines) for Catmull-Clark subdivision (CC) (b) 12\(n\) nodes of the d-net and a point p define Point-Augmented Subdivision (PAS) (c) A d-net and the attracting quadratic q define the shape of Quadratic-Attraction Subdivision (QAS\textsuperscript{2}).

Figure 2: Contracting sequences of surface rings generated from the input of Fig. 1. (a) 3\(n\) bicubic (bi-3) pieces per ring; (b) 12\(n\) bi-3 pieces (c) 3\(n\) bi-4 pieces.

The contribution of this paper is to show that a generalization of the PAS-approach yields all three desiderata for, by choice, either bicubic (bi-3) or biquartic (bi-4) subdivision surfaces. Moreover, the rules have a smaller footprint and yield increased flexibility at the central point. Nevertheless, the control net can remain the same as for PAS algorithms with only the augmenting point p replaced.
by a quadratic expansion $q$ and different formulas. Honoring its
ancestor, the new approach is called Quadratic-Attraction Subdi-
vision abbreviated as QAS$^\diamond$. (The $\diamond$ serves to disambiguate from
[BBS07] which generates an everywhere piecewise total degree 3-
sided quadratic approximation to Loop subdivision [Cha87].) Re-
markably, the derivation of QAS$^\diamond$ shows an alternative derivation of
visually identical variants of the PAS algorithms, all in a common
framework. These relations are summarized in Fig. 12. Besides
guaranteeing bounded curvature, the freedom in setting $q$ yields
higher flexibility at the central point (see Fig. 14). This benefits ap-
lications, not elaborated here, ranging from Hermite interpolation
to solving differential equations.

Overview Section 2 gives a focused review of the relevant subdi-
vision algorithms. Section 3 prepares some basic technical tools.
Section 4 presents curvature-bounded QAS$^\diamond$ subdivision and Sec-
tion 5 its limit analysis. Section 6 derives a curvature-bounded bi-
cubic QAS$^3$ from QAS$^\diamond$. Section 7 explains how the refinement
rules of additional PAS-like algorithms are obtained from QAS$^\diamond$
algorithms. Section 8 compares the resulting subdivision surfaces.

2. Subdivision Surface Synopsis

We focus on linear and uniform subdivision algorithms, the class
to which the QAS$^\diamond$-algorithms belong. The two subsections review
classical and guided subdivision algorithms, and the recent Point-
Augmented (PAS) algorithms.

2.1. Classical and guided subdivision algorithms

Subdivision surface algorithms can be viewed as generating a se-
quence of contracting surface rings, see Fig. 2, by refining a control
net and interpreting the nodes of the net as weights of basis func-
tions. Classical subdivision surfaces, like Catmull-Clark subdivi-
sion [CC78], are controlled by a c-net, see Fig. 1a: an extraordinary
node $c$ at the center is irregular, i.e. has fewer or more than the regu-
lar $n = 4$ neighbors, and is surrounded by layers of the quadrilateral
facets, a.k.a. quads. All internal nodes other than $c$ are regular and
define bicubic (bi-3) surface pieces; the outermost nodes can be
irregular. Correspondingly, except for the extraordinary node, all
nodes are refined by uniform bi-3 B-spline knot-insertion rules. Re-
quiring just one special rule for each extraordinary node simplifies
implementation [NLMD12]. However, the simple rules often result
in unwanted non-uniformly distributed highlight lines [BC94] near
the limit of the extraordinary node, the extraordinary point.

Subdivision tuning [Sab91] aims to better control curvature at the
extraordinary point by adjusting the eigenexpansion of the lin-
ear subdivision rules. For example, [MM18] provides carefully
chosen rules not just for the extraordinary node but also for its $2n$
nearest neighbors and replaces each bi-3 patch of Catmull-Clark
subdivision by $2 \times 2$ bi-3 macro-patches. The resulting shape is
improved and the curvature is bounded, but highlight lines oscil-
late at the transitions between the surface rings, see also [PUG98].

Another example of tuning, [LFS16] prescribes a part of the Taylor
expansion explicitly to address unequal spacing.

Guided Subdivision [KP07, KP18, KP19] may be viewed as
prescribing a limit shape at the central point $p$ via an initially-
computed guide surface. Empirically, guided subdivision results in
very good highlight line distribution, but implementation requires
to first construct the guide surface and sample it to complete the
contracting rings.

2.2. Point-Augmented Subdivision (PAS$^d$)

The idea of improving the construction of multi-, non-four-sided
surface configurations, by explicitly prescribing their behavior at a
central surface point, has been explored repeatedly [Pra97, Lev06,
KP18]. The approach may be viewed as smartly mixing interpolation
and approximation where $d$ pieces come together at an extraor-
dinary point. However, leaving the description of the limit behavior
to the designer is skirting the main challenge of how to, as a default
and automatically, set those degrees of freedom to achieve good
shape. Moreover, providing a separate interface for manipulation of
each $n$-sided neighborhood yields a complex implementation and
wielding it may be impractical for large objects. Even when set
automatically, as for Guided Subdivision, separate data structures
complicate the implementation and downstream use. The recently
proposed Point-Augmented Subdivision, abbreviated as PAS$^3$ for
the bi-cubic version [KP23c] and PAS$^4$ for its better-shaped bi-
cubic relative [KP23a], have therefore aimed to replicate the good
surface shape of the guide by baking the guide construction into the
subdivision rules. The contracting control net neighborhood of each
extraordinary point, when multiplying the net with a subdivision
matrix, provides nested subdivision surface rings. Remark-
ably, PAS$^3$ and PAS$^4$ match the surface quality of Guided Subdi-
vision while formulated as explicit formulas familiar from classical
or tuned algorithms.

Point-augmented subdivi-
sion, PAS$^3$ refines a
d-net consisting of $12n$
limited plus a central fixed
point $p$, see Fig. 1b. If the
input is a c-net, the d-net is
defined by regular bi-
cubic refinement (uniform
knot insertion) of the el-
igible parts of the c-net,
as illustrated in Fig. 3: the
$12n$ nodes of the d-net are
drawn from the thick subnet
in Fig. 1a. Notably, PAS$^3$
arrives the second-order
Hermite data defined by the d-net and therefore of any original c-
net, whereas various tuned algorithms (e.g. [MM18]), do not pre-
serves the second order data. A sector of each ring consists of three
$2 \times 2$ bi-3 macro-patches, see Fig. 2b. The $6n$ refined nodes marked
as $\bullet$ in Fig. 4a have special rules, but rotational and sector-diagonal
symmetries reduce the number of distinct rules to five. Although
five special rules is more than Catmull-Clark (one) and the best
tuned, [MM18] (three), the rules are explicit and operate directly
on input data. While delivering highlight lines akin to Guided Sub-
division that make the surface essentially better than Catmull-Clark
and [MM18], structurally PAS$^3$ is therefore simpler than Guided
Subdivision. The key to this good shape is a piecewise poly-
nomial guide baked into the PAS$^3$ rules. The baked-in guide changes
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Figure 3: PAS$^3$: c-net $\rightarrow$ d-net.
In order to derive bi-3 PAS³ and QAS³ subdivision from their corresponding bi-4 algorithms PAS⁴ and QAS⁴, we recall the well-known change of basis from B-spline to BB-form (B-to-BB), see [KP23a, Eq. 6] for bi-4 $C^2$ splines. Fig. 6 shows the bijection $T_3^2$ between the net $d$ of the bi-4 constructions and net $\tilde{d}$ of the bi-3 constructions via the invertible tensor-border transformation $T_3^2$, preceded by the bi-4 B-to-BB conversion and followed by the inverse bi-3 B-to-BB conversion. In more detail, the bi-4 tensor-border Fig. 6, bottom, left is evenly split and its $3 \times 3$ corner jets at the cyan and blue corner points are presented in bi-3 form, see Fig. 6, bottom, right. The corner jets in bi-3 form are then joined $C^1$ by setting the BB-coefficients of the thick line as averages of their horizontal neighbors. Remarkably, this bi-3 tensor-border is $C^2$. By construction, $T_3^2$ preserves the $3 \times 3$ corner jets at cyan and blue corners. We can explicitly state $T_3^4$ and its inverse:

$$\begin{align*}
\tilde{d}_{ij} & := d_{ij}, \quad i = 0, 2, \quad j = 0, 2; \\
\tilde{d}_{ij} & := \frac{1}{8} [1, 6, 1] \begin{pmatrix} d_{00} & d_{11} & d_{22} \end{pmatrix}^T, \quad i = 0, 2; \\
\tilde{d}_{ij} & := \frac{1}{8} [1, 6, 1] \begin{pmatrix} d_{-1,j} & d_{i,j} & d_{i+1,j} \end{pmatrix}^T, \quad i = 1, j = 0, 2; \\
\tilde{d}_{ij} & := \frac{1}{64} [1, 6, 1, 6, 6, 36, 6, 1, 6, 1] D_i, \quad i = 1,
\end{align*}$$

where $D_i$ is the $i$-th column of $T_3^2$.

\[ \begin{pmatrix} \frac{1}{6} i j & \frac{1}{6} i j \end{pmatrix} \]
Both formulas have a ‘shift by 2’ symmetry: in \(d_{ij}, r, s = 0, 1, 2, \) replacing \(d_{ij} \) by \(d_{i+2,j}, i,j = 0, 1, 2, \) yields \(d_{i+2,j} \) in \(d_{ij}, \)
\(r, s = 0, 1, 2, \) replacing \(\hat{d}_{ij} \) by \(\hat{d}_{i+2,j}, i,j = 0, 1, 2, \) we get \(\hat{d}_{i+2,j} \).

It suffices to describe \(T^1_2 \) and \((T^1_2)^{-1} \) on one \(3 \times 3 \) dark-gray and one light-gray sub-net shown in Fig. 7 since their formulas are symmetric with respect to \(i = 1 \) and \(j = 1 \) and diagonal flip.

4. Degree bi-4 Quadratic-Attraction Subdivision: QAS^4

To be integrated into the QAS^4 refinement rules, high-quality guides must be derived symbolically. We use the d-net-labels displayed in Fig. 8a (a copy of Fig. 1c) and look at Fig. 8b for the refined structure. We focus on the initialization of the quadratic \(q \) in Section 4.2 since the refinement, reviewed in Section 4.1, is akin to [KP23a] and [KP23c]. The explicit formulas of the refined net in terms of the input net, and the complete QAS^4-Algorithm are then stated in Section 4.3.

4.1. Derivation of the refinement step \((d, q) \rightarrow (\hat{d}, \hat{q})\)

Fig. 9a shows the bi-4 tensor-border in BB-form, with L-shaped sectors, obtained by applying B-to-BB conversion to the d-net. Fig. 9b shows the BB-net of an intermediate map \(g^\Delta \) of total degree 5 [Far88, Ch.17]. The map is piecewise \(C^1 \), has a unique quadratic expansion \(q \) at the central point \(p \) that is determined, for example, by the 6 coefficients of the first sector \(q^6_i, i = 1, \ldots, 6, \) where \(q^6_i := p \). Setting for \(s = 1, \ldots, n - 1, \)

\[
\begin{pmatrix}
q^6_{i+1} \\
q^6_{i+1} \\
q^6_{i+1} \\
q^6_{i+1} \\
q^6_{i+1} \\
q^6_{i+1}
\end{pmatrix}
= A
\begin{pmatrix}
q^6_i \\
q^6_i \\
q^6_i \\
q^6_i \\
q^6_i \\
q^6_i
\end{pmatrix},
A :=
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
2(1-c) & 1 & 0 & 0 & 0 & 0 \\
4(1-c)^2 & 4(1-c) & 1 & 8(1-c) & -4c & 4c^2
\end{pmatrix}
\]

where \(c := \cos(2\pi/n), \) defines the remaining sectors. For refinement, the domain of \(q \) is scaled down, towards the origin, by

the subdominant eigenvalue \(\lambda \) of Catmull-Clark subdivision. This yields \(\hat{q} \), the restriction of \(q \) to the down-scaled domain:

\[
\begin{pmatrix}
\hat{q}_1 \\
\hat{q}_2 \\
\hat{q}_3 \\
\hat{q}_4 \\
\hat{q}_5 \\
\hat{q}_6
\end{pmatrix}
:= S \begin{pmatrix}
q_1 \\
q_2 \\
q_3 \\
q_4 \\
q_5 \\
q_6
\end{pmatrix},
S :=
\begin{pmatrix}
1 - \lambda & 0 & 0 & 0 & 0 & 0 \\
0 & 1 - \lambda & 0 & 0 & 0 & 0 \\
0 & 0 & 1 - \lambda & 0 & 0 & 0 \\
0 & 0 & 0 & 1 - \lambda & 0 & 0 \\
0 & 0 & 0 & 0 & 1 - \lambda & 0 \\
0 & 0 & 0 & 0 & 0 & 1 - \lambda
\end{pmatrix}
\] (2)

Fig. 9d shows the increase of degrees of freedom when the domain of \(g^\Delta \) is mapped, by composition, to multiple parallelograms to form a piecewise bi-5 \(G^5 \) map \(g \) as follows. The linear shear map \(L \) of Fig. 9c transforms the unit square into a unit parallelogram with opening angle \(\frac{2\pi}{5} \). Piecewise composition with \(L \) implies that the gray-underlaid BB-coefficients of \(g \) determine the same Hermite data as the total degree Bézier points of \(g^\Delta \) joined by solid lines. Then \(g \) is sampled with \(L^{-1} \circ \chi \) to create one sector of tensor-borders; the unmarked 16n BB-coefficients are unknown (free) and set to match the 3 \(\times\) 3 corner jets of input tensor-border. Remarkably, although \(16n > 9n, \) all degrees of freedom can be pinned-down without loss of quality, i.e. the guide \(g \) captures well the second-order Hermite data of input tensor-border. Summarizing this part of the derivation, the BB-coefficients of \(g \) are expressed via the nodes of the input d-net plus 6 coefficients \(q^6_i, i = 1, \ldots, 6 \) that determine the quadratic expansion \(q \).

Fig. 9f shows the restriction of sector \(g^\acute{\lambda} \) to the \(\lambda\)-down-scaled domain. Sampling the jets at corner locations of \(\lambda L^{-1} \circ \chi \) results in L-shaped \(C^2 \) bi-4 tensor-borders. These tensor-borders are re-expressed by BB-to-B Conversion (see Section 3) as the refined nodes \(d_{ij}^\lambda, i = 1, 2, 3, j = 1, 2 \) (in Fig. 8b). The remaining 6 nodes \(d_{ij}^\lambda, i = 0, \ldots, 3, j = 1, 2 \) are obtained by regular refinement of \(d \).

Without sacrificing good shape, we can truncate the resulting linear map \((d, q) \rightarrow (\hat{d}, \hat{q}) \) to 5 digits after the decimal point (as was done in [KP23a, KP23c]) and list all entries scaled by \(10^5 \) as integers. The Appendix presents the integer matrices \(K \) and \(T \) for valencies \(n = 3, 5, \ldots, 10, \)
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4.2. Initializing \( q \) from the d-net

The choice of \( q \) is important to achieve high QAS\(^3\) surface quality. With the bi-5 guide \( g \) determined in Section 4.1, the 5 coefficients \( q^g_i, i = 2, \ldots, 6 \), are set to minimize the functional

\[
F_2(f) := \int_0^1 \int_0^1 \sum_{s, t, j, k, \geq 0} \frac{k!}{j!} g^2(f(s, t))^2 \, ds \, dt , \tag{3}
\]

for \( k = 5 \), over all \( n \) bi-5 sectors of \( g \). The central point \( q^g_i := p \), \( s = 0, \ldots, n - 1 \), is set as in [KP23a, Eq. 3] for a c-net and [KP23a, Eq. 4] for a d-net input. Truncation of \( q \) to 5 digits after the decimal point and scaling by \( 10^5 \) yields a compact listing as integers, but results in a quadratic expansion defined only with \( 10^{-5} \) accuracy and approximate curvature-boundedness.

An exact quadratic expansion \( \tilde{q} \) is obtained by computing, for each sector \( r \), a slightly different proposal \( \tilde{q}^r \) using the truncated pre-calculated weights. The \( \tilde{q}^r \) are \( C^2 \) connected and require only small corrections to satisfy the \( C^1 \) and the \( C^2 \) constraints. Each presents a similar quadratic expansion. (This freedom of proposals can also be used for design, see Fig. 14.) Given \( \tilde{q}^r_i, i = 1, \ldots, 6 \), \( r = 0, \ldots, n - 1 \) satisfying \( \tilde{q}^r_i := p \), \( \tilde{q}^r_{1,0} := \tilde{q}^r_1 \), \( \tilde{q}^r_{3,1} := \tilde{q}^r_3 \), the following two steps re-establish an exact quadratic expansion \( q \):

- For each \( r = 1, \ldots, n - 1 \), formula (1) defines
  \[
  (\tilde{q}^{r,0}_1 \ldots \tilde{q}^{r,6}_6)^T := A(\tilde{q}^{r-1,0}_1 \ldots \tilde{q}^{r-1,6}_6)^T \tag{4}
  \]

- For \( s = 0, \ldots, n - 1 \), set \( q^s_i := p \) and compute
  \[
  q^s_i := \frac{1}{n} \sum_{r=0}^{n-1} \tilde{q}^{r,s}_i, \quad k = 2, \ldots, 6 . \tag{5}
  \]

We summarize how to compute a unique \( q \) from the truncated formulas:

1. Set the central point \( q^s_i := p \), \( s = 0, \ldots, n - 1 \), as in [KP23a, Eq. 3] for a c-net and [KP23a, Eq. 4] for a d-net input.
2. For each valence \( n \) and \( k = 4, 5 \), let \( \tilde{Q}^k := \tilde{Q}^k_n \). For \( i = 0, \ldots, 3 \), \( j = 0, 1, 2 \), \( s = 0, \ldots, n - 1 \), set
  \[
  \hat{\mu}_j := 10^{-5} \tilde{Q}^{r+1,1+4j+1}_k, \quad k = 2, \ldots, 6 .
  \]

For \( r = 0, \ldots, n - 1 \), set \( \tilde{q}^{r,0}_i := p \), and for \( k = 4, 5 \),

\[
\begin{align*}
q^{0}_k &:= \sum_{r=0}^{n-1} \sum_{j=0}^{3} \hat{\mu}_j \tilde{q}^{r+1}_i + \hat{\mu}^k \tilde{q}^{r+1}_i, \\
q^{0}_k &:= \sum_{r=0}^{n-1} \sum_{j=0}^{3} \hat{\mu}_j \tilde{q}^{r+1}_i + \hat{\mu}^k \tilde{q}^{r+1}_i.
\end{align*}
\]

4.3. Explicit formulas of the refined net: \( \tilde{a}_{ij}^{r}, i = 1, 2, 3, j = 1, 2, \ldots, 3 \)

With \( \kappa \) from the tables \( K \) and \( \tau \) from tables \( T \) in the Appendix, for \( l = 1, 2, j = 1, 2, \) and \( s = 0, \ldots, n - 1 \):

\[
\tilde{a}_{ij}^{r} := \sum_{r=0}^{n-1} \sum_{j=0}^{3} \epsilon^r_{ij} \bar{d}^{r+1}_{i} + \sum_{r=2}^{n-1} \sum_{j=0}^{3} \epsilon^r_{ij} \bar{d}^{r+1}_{i} \tag{6}
\]

For \( i = 3, j = 1, 2, \) and \( s = 0, \ldots, n - 1 \):

\[
\tilde{a}_{ij}^{r} := \sum_{r=0}^{n-1} \sum_{j=0}^{3} \epsilon^r_{ij} \bar{d}^{r+1}_{i} + \sum_{r=2}^{n-1} \sum_{j=0}^{3} \epsilon^r_{ij} \bar{d}^{r+1}_{i} + \sum_{r=2}^{n-1} \sum_{j=0}^{3} \epsilon^r_{ij} \bar{d}^{r+1}_{i} \tag{7}
\]

We summarize:

\[\text{QAS}\,^3\, \text{Algorithm}\]

1. If the input is a c-net, convert it to a d-net as in [KP23a, Fig. 5] and set \( \tilde{q}^{0}_i := p \), \( s = 0, \ldots, n - 1 \) by [KP23a, Eq. 3]; else set \( p \) by [KP23a, Eq. 4].
2. Compute \( q \) by (S1), (S2), (S3).
3. Iterate
   a. Refine the d-net to \( \tilde{d} \) (Fig. 8b): compute 24\( n \) nodes marked \( \bullet \) and \( \circ \) by uniform bi-4 \( C^2 \) spline knot insertion; compute 6\( n \) nodes \( \ast \) by (6) and (7).
   b. Define \( \bar{q} \) from \( q \) by formula (2).
   c. Update \( \tilde{q} \) to \( q \).
   d. B-to-BB convert the 30\( n \) refined nodes to 3\( n \) bi-4 patches forming a new surface ring as in Fig. 2c.

See [PLK] for an implementation.

5. Limit analysis

\[
\begin{array}{c c c}
\text{q}^0 & \text{d} & 0 \\
\hline
\text{M} & \text{M}_q & \text{M}_d \\
\end{array}
\]

(a) Matrix M

(b) \( \chi_{QAS}^0 \)

(c) \( \chi_{QAS}^0 \)

Figure 10: (a) Structure of the subdivision matrix \( M \). (b,c) One sector of the characteristic map of QAS\,^3 for \( n = 3 \) and for \( n = 6 \).

The \( (12n + 6) \times (12n + 6) \) subdivision matrix \( M \) splits into four submatrices, see Fig. 10a, of which one has zero entries. \( M_q \) is
equal to matrix $S$ in (2) whose eigenvalues are $1, \lambda, \lambda^2, \lambda^2, \lambda^2$. Numerical calculation shows that all eigenvalues of $M_4$ are less than $\lambda^2$ in absolute value. Therefore QAS$^4$ is curvature bounded. Visually almost identical to [KP23a, Fig 9], the BB-nets of the characteristic map $n = 3, \ldots, 10$, look very similar to (but are not identical to) the degree-raised characteristic maps of Catmull-Clark subdivision, see Fig. 10b,c. Numerical computation confirms positivity of $\partial_x \mathcal{X}_{QAS}^n \times \partial_y \mathcal{X}_{QAS}^n$ for $n = 3, \ldots, 10$, i.e. injectivity of the QAS$^4$ characteristic map for valencies $n = 3, \ldots, 10$.

6. Degree bi-3 Quadratic-Attraction Subdivision: QAS$^3$

QAS$^3$ has the same net structure as QAS$^4$, cf. Fig. 11 and Fig. 8. However, the QAS$^3$ nodes $\hat{d}$ are interpreted as control points of $C^2$ bi-3 splines rather than $C^1$ bi-4 splines. $T_3^4$ and $(T_{ij}^3)^{-1}$ of Section 3 transform technical operations from QAS$^4$ to QAS$^3$, see Steps 2, 3a below.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Fig11}
\caption{(a) Labeling of $\hat{d}$-net. (b) 30n refined nodes: the inner 12n form the refined net $\hat{d}$. The outer nodes marked as $\bullet$ are obtained from $\hat{d}$-net via regular $C^2$ bi-3 refinement, while the $\star$ are defined by the special rules.}
\end{figure}

**QAS$^3$ Algorithm**

1. If the input is a $S$-net, convert it to a $\hat{d}$-net as in Fig. 3 and set $q_1 := p, s = 0, \ldots, n - 1$ by [KP23c, Eq.(1)]; else set $p$ by [KP23c, Eq.(2)].
2. Apply $(T_{ij}^3)^{-1}$ to express $\hat{d}$ in terms of $\hat{d}$. Then compute $q$ according to Section 4.2.
3. Iterate
   a. Refine the $\hat{d}$-net (Fig. 11): compute the $24n$ nodes marked $\bullet$ in Fig. 11b by uniform bi-3 spline knot insertion; for the $6n$ $\bullet$, apply $(T_{ij}^2)^{-1}$ to be able to use formulas (6) and (7) in terms of $\hat{d}$, and apply $T_{ij}^2$ to transform the result back from $\hat{d}$ to $\hat{d}$.
   b. Define $\hat{q}$ from $q$ by formula (2).
   c. Update $\hat{q} \rightarrow q$ by formula (2).
   d. B-to-BB convert the 30n refined nodes to 12n bi-3 pieces forming a new surface ring of $2 \times 2$ macro-patches as in Fig. 2b.

Figure 12: Genealogy of the subdivision algorithms presented in this paper.

**Remark.** One can reduce the arithmetic operations in 3a by deriving expressions of refined nodes $\hat{d}_i^j$ explicitly in terms of $(\hat{d}, p)$.

**Limit analysis** Since the submatrix $M_4$ is the same as for QAS$^4$ (cf. Fig. 10), its dominating eigenvalues in the QAS$^3$ matrix imply curvature-boundedness. The BB-nets of the characteristic maps are visually very similar to those of Catmull-Clark subdivision, when its bi-3 patches are split into $2 \times 2$ pieces. The injectivity of QAS$^3$ characteristic map has been verified by numerical computation.

7. Alternative PAS algorithms

From the QAS$^3$- algorithms we can derive PAS-type subdivision algorithms that differ only slightly from [KP23a] and [KP23c]. Together this yields the academically satisfying unified derivation illustrated in Fig. 12. The main difference in the $\hat{d}$-net refinement rules for QAS$^3$ vs PAS$^4$ [KP23a] lies in the $\lambda$-scaled sampling of the guide $g$, displayed in Fig. 9f. In QAS$^4$, the BB-coefficients of $g$ are expressed via the nodes of input $\hat{d}$-net plus 6 coefficients $q_i^3 := p, q_i^3, i = 2, \ldots, 6$. In PAS$^3$, the expressions (5) are substituted for $q_i^3, i = 2, \ldots, 6$, retaining only a symbolic $p$, so that the BB-coefficients of $g$ are expressed via the nodes of the input $\hat{d}$-net and $p$. Then, formulas (6) and (7) complete the refinement step.

Analogously, the $\hat{d}$-net refinement rules for PAS$^3$ follow from QAS$^3$ by expressing the BB-coefficients of $g$ in terms of the $\hat{d}$-net plus an undetermined central point $p$ and substituting into formulas of refined nodes $\hat{d}$ derived by Step 3a of the QAS$^3$ algorithm.

The refinement rules of the new PAS$^4$ and PAS$^3$ are similar to those in [KP23a] and [KP23c] and yield surfaces of comparable quality, see Section 8. They differ in that [KP23a] and [KP23c] minimize $F_n$, while the unified derivation minimizes $F_3$. If instead $F_3$ is minimized, the observed differences are negligible for $n = 3, 5, 6$ and the surfaces are like twins. But, due to truncation, for $n = 8, 9, 10$ the surface quality of the unified PAS$^4$ and PAS$^3$ suffer when $F_4$ is minimized, see Fig. 13.

8. Discussion and Examples

In the hope that enforcing bounded curvature constraints will improve shape, tuned subdivision, e.g. [MM18], has worked hard with the full net of 12n + 1 nodes displayed in Fig. 1a to find rules that tame the additional degrees of freedom. In [MM18] new rules are
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ultimately applied only to the 2n nodes nearest the extraordinary node. [KP23c] pioneered the idea of introducing a sequence of guide surfaces directly into the refinement formulas. This has the advantage that new refinement rules can be defined for 6n nodes of the d-net while supporting predictable design of shape.

But first, we demonstrate, in Fig. 13, the difference between applying \( F_4 \) vs \( F_5 \) for high valences \( n \), and convex input. The \( n = 10 \) sectors in Fig. 13a are planar. The top row of Fig. 13 shows (b) a surrounding green bi-3 surface and the red subdivision surface and (c) the artifact-free transition from one to the other (typical for all schemes derived in this paper). The views from the top, in rows 2 and 3, zoom in on the first 8 rings so as to just fit into the red subdivision region. The red and cyan lines in (e) point to the oscillations in the highlight lines of (d), compared to applying \( F_5 \) in (f). Where do these oscillation originate? (g) and (h) show them to be ‘first step artifacts’: applying \( F_4 \) once and then \( F_5 \) yields strong oscillations compared to one step of \( F_5 \) followed by \( F_4 \). Clearly just focusing on the limit for shape tuning is not a good strategy. The highlight lines of the two bottom rows are taken so close to the limit point as to be irrelevant for most applications, yet confirm that the careful guide construction for bounded curvature also pays off in the limit.

The reduction in highlight line oscillations is not the main improvement of QAS\(^4\) over PAS\(^4\). Fig. 14 illustrates a key advantage of Quadratic-Attraction of QAS\(^5\) over PAS\(^5\): \( q \) can be modified as a whole in the spirit of moving a group of NURBS nodes for design. For example, we apply an affine transformation to the default initial \( q \). Additionally, one can vary individual points of the quadratic expansion, noting that this requires the post-treatment (4) and (5) of Section 4.2 to ensure a unique quadratic expansion. Note the increased expressiveness of (e) QAS\(^5\) over (g) PAS\(^5\). This allows for better approximation both in the geometry and any functions on the geometry expressed in terms of QAS\(^5\). Fig. 14c,d illustrate good shape of the default QAS\(^5\) surfaces. A variety of strong modifications of \( q \) are handled well by QAS\(^4\), see in (g-n). By contrast, for PAS\(^5\) only the point \( p \) can be modified, restricting the design options. Analogous modifications can of course be applied to the corresponding bi-3 subdivision surfaces.

Fig. 15 top row applies PAS\(^4\) to an input mesh containing tightly packed irregular nodes of valence \( n = 3, 5, 6 \). For these valencies, the new PAS\(^4\) surfaces are visually very similar to those of [KP23a]. Fig. 15 bottom row applies PAS\(^3\). The resulting surfaces are very similar to the ones generated by [KP23c].

Fig. 16 compares 8 rings of various subdivision surfaces for a low valence, yet challenging input. While the highlight lines of conventional and tuned subdivision algorithms [CC78, MM18, WM23] oscillate those of QAS\(^3\) are calm. PAS\(^3\) highlight lines look identical even in Gauss curvature shading. The point of this example is that PAS\(^3\) does not formally guarantee bounded-curvature, while [MM18, WM23] do. Yet, as with earlier tuned versions of Catmull-Clark subdivision, the theoretically superior quality at the extraordinary point results in undesirable oscillations. Thanks to the guided approach, despite formally unbounded curvature, PAS yields a calm highlight line distribution. QAS\(^5\) retains, and even slightly improves, the highlight line distribution, achieves bounded curvature, an advance in subdivision theory, has more local refinement rules and offers increased flexibility at the center.

Figure 13: Discussion of functionals for a convex shape, \( n = 10 \). All surfaces except (i) and (j) are generated using QAS\(^4\). (d) – (h) show bi-4 rings 1, ..., 8. (i) – (l) show rings 8, ..., 15. That is, the shape difference to PAS\(^4\) is minute.
Figure 14: Quadratic flexibility of QAS\(^3\) illustrated by three modifications of \(q\) of the monkey saddle.

Fig. 17 compares 12 rings of bi-3 subdivision surfaces for \(n = 9\). Again the highlight lines exhibit oscillations for \([\text{MM19}]\) and \([\text{WM23}]\) but not for QAS\(^3\) – with default initialization of \(q\) and therefore almost identically shaped to its sibling PAS\(^3\). The curvature distributions of QAS\(^3\) and PAS\(^3\) are visually very similar: even after 12 refinement steps, the curvatures, although unbounded for PAS\(^3\), are barely growing.

The cost for QAS\(^3\) or PAS subdivision is only slightly higher than for Catmull-Clark subdivision or its tuned variants \([\text{MM18}, \text{WM23}]\). If we treat sectors of \(q\) as independent with a common central point \(p\), then the QAS\(^3\) control net has \(5n\) more nodes than the \(12n + 1\) nodes forming the control nets of all other subdivision algorithms considered in this paper. The proportion of zeros in the subdivision matrices increases with the valence, \(n = 3, 5, \ldots, 10\). The percentage of zeros is \([84..95]\) for \([\text{CC78, MM18, WM23}]\), \([43..46]\) for PAS and \([72..91]\) for QAS\(^3\). Implementing QAS\(^3\) in lieu of Catmull-Clark only requires switching out the subdivision matrix and initializing \(d\) from the \(e\)-net and, if wanted, a default \(q\) from \(d\) by applying a matrix of size \(5n \times (12n + 1)\). (Implementing the subdivision step-by-step as explained in Section 4, instead of assembling the matrix, requires less storage, but all matrix sizes are small for modern computers.)

Limitations We assume that the input is a quad mesh and that any quad has at most one extraordinary node. One midpoint refinement, e.g. \([\text{CC78}]\), can convert inadmissible quad meshes to such an input. For any polyhedral mesh two steps guarantee separation.
9. Conclusion

The new family of attracting algorithms generate the refined net by a linear process. Therefore the subdivision matrix, see Fig. 10a, can be used for fast evaluation in the spirit of Sabin and Stam [DS78, Sta98]. For the implementation, the (non-regular) Catmull-Clark subdivision rules can be replaced by any of the QAS\(^4\) or PAS\(^3\) algorithms, see the implementation of QAS\(^4\) at [PLK]. Grafting QAS\(^3\) onto a bi-cubic tensor-product spline body preserves high-end quality, but uniformity of degree may give QAS\(^3\) an edge.

While the guide principle in their derivation makes PAS surfaces look similar to QAS\(^3\). QAS\(^3\) has several advantages: higher flexibility at the central point, bounded curvature and rules with a more localized footprint.

Since infinite refinement is not practical, if the finest resolution, for example to avoid pixel dropout at the extraordinary points, is not known, one can cover the remaining hole with a tiny piecewise smooth bi-4, respectively bi-3 cap construction from the literature, e.g., [KP23b].
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Appendix: $Q_k^s$ for computing $q$

The tables $Q_k^s$ and $\Delta_k^s$ define the weights:

$$\mu_{j,s} := 10^{-5} Q_{k+1,k+2,i,j}^s$$

for each valence $n$, $k = 4$, and $\Delta_k^s := Q_k^s$ in (S2) of Section 4.2:

<table>
<thead>
<tr>
<th>$Q_k^s$</th>
<th>$L_1$</th>
<th>$L_2$</th>
<th>$L_3$</th>
<th>$L_4$</th>
<th>$L_5$</th>
<th>$L_6$</th>
<th>$L_7$</th>
<th>$L_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>99024</td>
<td>0.0005</td>
<td>0.0500</td>
<td>0.5000</td>
<td>0.0500</td>
<td>0.0005</td>
<td>99024</td>
<td>0.0005</td>
</tr>
<tr>
<td>0.1</td>
<td>99024</td>
<td>0.0005</td>
<td>0.0500</td>
<td>0.5000</td>
<td>0.0500</td>
<td>0.0005</td>
<td>99024</td>
<td>0.0005</td>
</tr>
<tr>
<td>0.2</td>
<td>99024</td>
<td>0.0005</td>
<td>0.0500</td>
<td>0.5000</td>
<td>0.0500</td>
<td>0.0005</td>
<td>99024</td>
<td>0.0005</td>
</tr>
<tr>
<td>0.3</td>
<td>99024</td>
<td>0.0005</td>
<td>0.0500</td>
<td>0.5000</td>
<td>0.0500</td>
<td>0.0005</td>
<td>99024</td>
<td>0.0005</td>
</tr>
</tbody>
</table>

For $n = 3, 5, \ldots, 10$, the tables $T_{0n}$ encode the stencil weights $j_{i,j}$, where $i,j$ indicates the location of the refined node $d_{i,j}$ in sector $s$ and $q$ labels the weights of the quadratic expansion coefficient $q_k^s$.

For the tables $K$ see Fig. 18. Fig. 18a displays $K$ consisting of the four groups $K_i, r = -1, 0, 1, 2$ in formulas (6) and (7) arranged around a filler $0$ in the center. Since even in this compact grouping many weights $k_{ij}$ (scaled by $10^3$) are 0, we focus on pieces of $K$. For $l = 1, 2$, Fig. 18b displays the only nonzero $5 \times 5$ matrices $K_{ij}$, where $l, m = 1, 2$ is the index of the refined node $d_{i,j}$. For $l = 3$, Fig. 18c shows the only nonzero entries dark and light underlined. The weights are symmetric across the center line so that only the left (darker underlined) $5 \times 4$ matrices $K_{ij}$ for $m = 1, 2$ are given.
Figure 18: Structure of matrices $K^n$, $n > 4$. (a) Labels of all coefficients $K^n$, $i = 0, \ldots, 3$. (b) $K_1^1$, $K_2^1$, $K_2^2$, $K_2^3$, $K_3^1$, $K_3^5$, (c) (left side): $K_1^3$ and $K_2^3$.