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Abstract

To overcome the well-known shape deficiencies of bi-cubic subdivision surfaces, Evolving Guide subdivision (EG subdivision) generalizes $C^2$ bi-quartic (bi-4) splines that approximate a sequence of piecewise polynomial surface pieces near extraordinary points. Unlike guided subdivision, which achieves good shape by following a guide surface in a two-stage, geometry-dependent process, EG subdivision is defined by five new explicit subdivision rules. While formally only $C^1$ at extraordinary points, EG subdivision applied to an obstacle course of inputs generates surfaces without the oscillations and pinched highlight lines typical for Catmull-Clark subdivision. EG subdivision surfaces join $C^2$ with bi-3 surface pieces obtained by interpreting regular sub-nets as bi-cubic tensor-product splines and $C^2$ with adjacent EG surfaces. The EG subdivision control net surrounding an extraordinary node can have the same structure as Catmull–Clark subdivision: two rings of 4-sided facets around each extraordinary nodes so that extraordinary nodes are separated by at least one regular node.

1. Introduction

In Catmull-Clark subdivision [CC78], except for extraordinary nodes, all new nodes of a refinement step are defined by regular bi-cubic (bi-3) uniform knot-insertion rules. (An extraordinary node is a mesh node that has fewer or more than the regular $n=4$ neighbors.) The simplicity of just one special rule for each valence $n \neq 4$ makes implementation conceptually easy and broadly applicable (see e.g. [NLMD12] for a canonical implementation with additional features). However, the simple rules come at the cost of non-uniformly distributed highlight lines, e.g. visually unpleasant pinching of highlight lines near the extraordinary point, see Fig. 12e or Fig. 16f. Uniform highlight line distribution is a standard criterion for high surface quality [BC94] and the non-uniformity hints at the subdivision surface’s inherent unbounded curvature in the limit. In response, Malcolm Sabin pioneered curvature-bounded subdivision [Sab91]. To control curvature at the limit extraordinary point $c_0$, curvature-bounded subdivision has special refinement rules also for the $2n$ nearest neighbors of the extraordinary node. Initial versions of curvature-bounded subdivision resulted in undue flatness at the extraordinary point for convex control neighborhoods of the extraordinary node, [PU98]. Arguably the best shape of this class of ‘tuned’ subdivision algorithms is obtained by Ma-Ma subdivision surfaces [MM18] where, following [Sab91], each bi-3 patch of Catmull-Clark subdivision is replaced by $2 \times 2$ bi-3 macro-patches. The resulting shape is good, except for curvature oscillations at the transitions between the surface rings, see Fig. 12d.f. Also in the spirit of [Sab91], [LFS16] prescribe part of the Taylor expansion

![Figure 1: EG subdivision. (a) Magenta bullets have five tabulated rules (stencils applied using structural symmetry) in addition to the rule for the extraordinary point $c_0$. (b) Un-symmetric input control net with 8 extraordinary nodes of valence 6. (c,d,e) The EG surface does not reveal the extraordinary points.](image)
Figure 2: (a) Bi-3 subdivision algorithms using a e-net as input. Magenta bullets (left and right of the e-net) are obtained by special rules. (b) the standard layout of contracting subdivision surface rings.

to prevent shape defects where the knot-spacing near the extraordinary point is highly unequal. Guided subdivision [KP18, KP19] provides a still more complete geometric Taylor expansion at the extraordinary point by making the subdivision surface follow an initially-computed, hence static guide surface. The shape of guided subdivision is reportedly very good, but guided subdivision is complex to implement due to its two construction stages: first construct the guide surface and then the subdivision surface, as a series of surface extension operators.

The contribution of the new EG subdivision algorithm is that it achieves the surface quality of guided subdivision with the explicit formulas familiar from classical or tuned algorithms. The number of output patches is the same as for Catmull-Clark subdivision and therefore 1/4th of the tuned algorithms. Of course a price has to be paid: the polynomial degree of the surface near extraordinary points is increased to bi-quartic (bi-4) and generalizes bi-4 $C^2$ splines that smoothly join bi-3 $C^2$ splines of any surrounding regular quad-grid. That is, apart from where the extraordinary rules apply, the surface is the same uniform tensor-product bi-cubic spline as for Catmull-Clark subdivision. While Catmull-Clark subdivision has just one extraordinary rule, Ma-Ma subdivision has three (and 4 times as many bi-cubic pieces) and EG subdivision has five in addition to the once-executed rule for setting the limit point. On the other hand, the footprint of the EG rules is smaller than of guided subdivision. For example, the tight, not symmetric input control net Fig. 1b yields a surface consisting of eight 6-sided EG subdivision pieces that join directly, i.e. without requiring separating bi-3 surfaces generated from regular sub-nets, see Fig. 1c. This input net was chosen to rule out that the good shape is due to accidental symmetries and sufficiently small so that shape is not dominated by regular bi-cubic surfaces. The highlight lines in Fig. 1d are remarkably uniform and the mean curvature in Fig. 1e reveals neither unwanted oscillations nor betrays the locations of the extraordinary points. The key to this good shape is that EG subdivision follows an evolving converging sequence of piecewise polynomial surface caps baked into the explicit EG subdivision rules.

As input, EG subdivision requires only second-order Hermite boundary data and a central limit point $e_0$. These can be obtained from a e-net, the control net of Catmull-Clark subdivision, i.e. two rings of quads surrounding a node of valence $n$ with its direct and diagonal neighbor nodes of regular valence 4, see Fig. 2a. Alternatively, the control net of EG subdivision is a d-net: a d-net has the structure of a e-net with the central node removed and extended on the outside by one quad layer. All interior nodes have valence 4, see Fig. 1a. The nodes are interpreted as a $C^2$ bi-4 spline control points while the EG caps are of degree bi-4.

Overview After a review of recent progress in subdivision surface algorithms, Section 2 recalls the rules for regular $C^2$ bi-4 subdivision. Section 3 shows how e-nets are converted to d-nets and how to set the extraordinary point, $e_0$. Section 4 contains the technical derivation of the rules of EG subdivision. This section can be skipped by the non-specialist. It is only intended for the specialist to follow the derivation. Section 5 presents the subdivision rules and Section 6 analyses the eigenstructure of the resulting limit surface. Examples and Discussion follow in Section 7. While Section 5 already presents explicit formulas (stencils) for $n = 3$ and $n = 5$, the formulas for valences $n = 6, 7, 8, 9, 10$ are provided in the Appendix.

1.1. Literature

Catmull-Clark subdivision [CC78] generalizes uniform bi-cubic (bi-3) tensor-product spline refinement to polyhedral control nets. Catmull-Clark subdivision is widely used in character animation [DKT98, NLMD12] and less so in industrial design [Ma05]. Repeated Catmull-Clark subdivision steps accumulate hyperbolic terms that result in geometric artifacts near extraordinary points whose valence is $n > 4$ [KPR04]. A number of algorithms, with increased complexity, have been devised to remedy this flaw in the limit, see e.g. [ADS06, CADS09, MM18, LFS16]. [CADS09, MM18] modify the differential expansion at the extraordinary point by adjusting subdivision weights; [LFS16] even prescribes leading parts of the eigenstructure. Guided Subdivision [KP07] removes artifacts by providing the limit differential expansion and eigenstructure directly and geometrically in the form of a guide surface. In all cases, this comes at the cost of more complex rules to generate the contracting subdivision surface rings. Subdivision rules have also been adjusted to improve convergence when used to solve partial differential equations [WLZH21, ZSC18].

The shape of EG subdivision surfaces is very similar to surfaces generated by the bi-4 variant of [KP19] that generalizes the approach in [KP18]. The best outcome among five compared variants
of curvature-bounded guided subdivision is for a variant of degree bi-4 akin to EG subdivision. Both best constructions have bi-cubic variants that require more pieces and result in a slight deterioration of shape (see Fig. 21 and [KP19, Figs 2, 27]). The likeness of shape is remarkable since the guided subdivision constructions in [KP19] and [KP18] yield excellent shape but are far more complicated: they require creating an explicit guide and a process of prolongation rather than the explicit formulas of EG subdivision.

Fig. 2a juxtaposes the nodes with special rules of bi-3 Catmull-Clark and Ma-Ma subdivision. These two algorithms are the main ones to be compared to since Catmull-Clark subdivision is widely used and [MM18] is the best of its class of ‘tuned’ bi-3 subdivision algorithms ( [MM19] has a subdominant eigenvalue yielding faster contractions, but the oscillations increase). Both generate a sequence of $C^2$-connected $C^3$ contracting rings, see Fig. 2b. Each sector of a ring consists of Bézier patches, three for Catmull-Clark subdivision [CC78] and $3 \times 2 \times 2$ for Ma-Ma subdivision [MM18]. Since subdivision surfaces have to have a parameterization of degree at least bi-6 to yield $C^3$ surfaces [PR08], Catmull-Clark, Ma-Ma and EG subdivision can only be $C^1$ at the extraordinary point $c_0$ ($\bullet$).

2. $C^2$ bi-4 spline subdivision

We first recall the regular subdivision rules of tensor-product $C^2$ degree 4 splines (bi-4 splines) by knot insertion. The stencils for univariate refinement are shown in Fig. 3a. The stencils are convex combinations of the old nodes (top) and yield the three cases of new nodes (marked ○ in Fig. 3b), double knots (marked $\bullet$) in $u$ and $v$, and single in one and double in the other variable (marked $\ast$). The explicit formulas for the refinement of bi-4 $C^2$ B-splines, $d \rightarrow \hat{d}$, are:

$$d := \frac{1}{256} [d_{00}, d_{10}, d_{20}, d_{30}, d_{01}, d_{11}, d_{21}, d_{31}, d_{02}, d_{12}, d_{22}, d_{32}]^T,$$

$$\hat{d}_{00} := [81, 54, 9, 0, 54, 36, 6, 0, 6, 6, 1, 0]d,$$

$$\hat{d}_{10} := [27, 90, 27, 0, 18, 60, 18, 0, 3, 10, 3, 0]d,$$

$$\hat{d}_{11} := [9, 30, 9, 0, 30, 100, 30, 0, 9, 30, 9, 0]d,$$

$$\hat{d}_{30} := [0, 18, 108, 18, 0, 12, 72, 12, 0, 2, 12, 2]d,$$

$$\hat{d}_{31} := [0, 6, 36, 6, 0, 20, 120, 20, 0, 6, 36, 6]d,$$

$$\hat{d}_{33} := (36d_{22} + 6d_{21} + d_{12} + d_{32} + d_{23}) + d_{11} + d_{31} + d_{13} + d_{13})/64.$$
The remaining $\tilde{d}_{ij}$ are defined by symmetry as follows: $\tilde{d}_{10}$ is obtained from $\tilde{d}_{10}$ replacing $d_{ij}$ by $d_{ij}$; $\tilde{d}_{2r}, r = 0, 1,$ are obtained from $\tilde{d}_{00}$ replacing $d_{ij}$ by $d_{2-i,j}$; $\tilde{d}_{2r}, r = 0, \ldots, 3$, are obtained from $\tilde{d}_{00}$ replacing $d_{ij}$ by $d_{2-i,j}$; $\tilde{d}_{3r}, r = 0, 1, 2$, are obtained from $\tilde{d}_{3r}$ replacing $d_{ij}$ by $d_{2-i,j}$; $\tilde{d}_{3r+4}$ are obtained from $\tilde{d}_{3r}$ replacing $d_{ij}$ by $d_{2-i,j}$.

To extend the formulas to irregular multi-sided configurations we consider $n$ groups of 12 nodes, see Fig. 4a:

$$d_{ij}, \quad i = 0, \ldots, 3, \quad j = 0, \ldots, 2, \quad s = 0, \ldots, n - 1.$$ (2)

The superscript $s$ indicates a sector as marked by cyan dashed boxes. The configuration of $n$ sectors is called a $\mathbf{d}$-net. All but $n$ nodes $\tilde{d}_{12}$ of the $\mathbf{d}$-net have valence 4 (are regular). The solid lines in Fig. 4a serve only to delineate the sectors and $\tilde{d}_{12}$ has three neighbors. In particular, the intersection of the solid lines is not a control point.

Regular refinement yields the nodes marked $\bullet$, $\circ$ or $\star$ in Fig. 4b. The 6$n$ magenta nodes depend on special rules to be derived and explained in Section 5. The refined net defines a surface ring of $3n$ polynomial pieces of degree bi-4 that matches the second-order Hermite data at the outer boundary of the ring and so is a $C^2$ prolongation. The nodes in cyan dashed boxes in Fig. 4b form a refined net with nodes denoted as $\tilde{d}$. Each step yields a new $C^2$ bi-4 ring that is $C^2$-connected to the current bi-4 ring. Although formally $C^2$ and rather simple, a careful definition of new magenta nodes in Section 5 is key to obtaining a good approximation near the extraordinary point.

### 3. Initialization: $c \to d$ and setting the limit point $c_0$

If the input net is a $\mathbf{c}$-net with extraordinary node $e$,

$$c_0 := \begin{cases} \frac{1}{n+1} \sum_{i=0}^{n} \sum_{j=0}^{n} \frac{1}{n-1} e_{ij} - \frac{1}{n} e_{ij}, & n > 4, \\ \frac{1}{n+1} \sum_{j=0}^{n} \frac{1}{n-1} e_{ij} + \frac{1}{n} \sum_{i=0}^{n} e_{ij}, & n = 3, \end{cases} \quad (3)$$

i.e. $c_0$ is the extraordinary limit point of Catmull-Clark subdivision [HKD93, slightly corrected for $n = 3$ as in [KP15]].

We degree-raise the $\mathbf{c}$-net to a $\mathbf{d}$-net: $d := Rc$ where $R$ is a $12n \times 6n + 1$ matrix whose entries do not depend on $n$ and that can be applied per sector, see Fig. 5: the $\mathbf{c}$-net nodes are marked as $\circ$ and the $\mathbf{d}$-net nodes as $\bullet$, $\circ$ or $\star$. For one sector, Fig. 5b gives the degree-raising stencils that, in different positions, define 12 rows of $R$.

Conversely, when the input is a $\mathbf{d}$-net and therefore lacks a central node, $c_0$ is determined by fitting a $\mathbf{c}$-net $c$ (with $6n + 1$ undetermined nodes) to $d$: apply the stencils of Fig. 5b to $c_0$ and minimize the sum of squared distances between the corresponding nodes and $d$. Then $c_0$ is defined by applying (3) to $c$. For an input $\mathbf{d}$-net, the explicit solution of this approach is

$$c_0 := \sum_{s=0}^{n-1} \sum_{i=0}^{3} \sum_{j=0}^{2} \frac{1}{6n} e_{ij}, \quad (4)$$

$$e_{10} := -6e_{00}, e_{01} := e_{10}, e_{02} := e_{20}, e_{12} := e_{21}, e_{21} := -6e_{20},$$

$$n > 4 : \gamma_0 := 178880(n + 5), \quad \delta_n := 11185n(n + 5);$$

$$e_{20} := 19339n - 53929, \quad e_{30} := 336(153n - 448),$$

$$e_{22} := 157051n + 50279, \quad e_{32} := \frac{6n}{\delta_n} (8483n - 5008),$$

$$e_{00} := 2587n - 8377, \quad e_{11} := 36e_{00}, \quad e_{31} := -6e_{30},$$

$$n = 3 : \gamma_3 := 93120, \quad e_{00} := 11, \quad e_{20} := -3, \quad e_{11} := 596,$$

$$e_{22} := 10643, \quad e_{32} := 19062, \quad e_{30} := e_{10}, \quad e_{31} := e_{11}.$$ (5)

### 4. Derivation of the refinement rules

This technical section is intended for the specialist to retrace the derivation of the subdivision rules and is not needed to use or implement EG subdivision. The steps are computed symbolically, not numerically, to yield the subdivision rules.

Since the subdivision surface is piecewise polynomial, the derivation takes advantage of the Bernstein-Bézier form (BB-form, [dB87, Far88]). For Bernstein polynomials $B_j^d(t) := \binom{d}{j}(1-t)^{d-j}t^j$ the polynomials of bi-degree $d = 4$ are

$$\sum_{j=0}^{d} \sum_{i=0}^{d} b_{ij} B_j^d(u) B_i^d(v), \quad 0 \leq u, v \leq 1.$$ (6)

Connecting the BB-coefficients $b_{ij} \in \mathbb{R}^3$ to $b_{i+j+1}$ and $b_{i+j+1}$, wherever well-defined, yields the BB-net.

To express $C^2$ degree $d = 4$ splines in BB-form, we first consider one variable. Every even-labeled spline control point $\tilde{d}_{2r}$, marked $\circ$ in Fig. 6a, is associated with a single knot and is interpreted as the middle BB-coefficient of a corresponding curve segment with label $s$, i.e. $b_{ij} := d_{2r}$. Every odd-labeled control point (labeled $\tilde{d}_{2r-1}$ and marked $\bullet$ in Fig. 6a) is associated with a double knot and corresponds to, but is typically not equal to, the common BB-coefficient.
of two curve segments $b_{i}^{l-1} = b_{i}^{l}$. The explicit formulas of the conversion to the BB-coefficients of segment $s$ are:

$$\begin{align*}
    b_{0}^{l} & := \frac{1}{4} (d_{0} + 2d_{1} + d_{2} + 2d_{3}), \\
    b_{1}^{l} & := \frac{1}{2} (d_{0} + d_{2}), \\
    b_{2}^{l} & := d_{2}, \\
    b_{3}^{l} & := \frac{1}{2} (d_{2} + d_{3} + 1). 
\end{align*}$$

(5)

Tensoring the univariate case yields nodes with simple knots (marked $\circ$ in Fig. 6b,left), double knots (marked $\bullet$ in $u$ and $v$ single in one and double in the other variable (marked $\ast$). The formulas for $B$-to-$BB$ conversion, $d \rightarrow b$, are

$$d := (d_{00}, d_{01}, d_{10}, d_{11}, d_{20}, d_{21}, d_{22}, d_{31}, d_{32}, d_{33})^{T},$$

$$b_{00} := \frac{1}{16} (1, 2, 2, 1, 1, 4, 2, 1, 4, 2, 2)^{T}d, \quad b_{10} := \frac{1}{16} (0, 2, 2, 0, 2, 0, 4, 2, 2, 4, 2, 2)^{T}d,$$

$$b_{20} := (d_{20} + 2d_{21} + d_{22})/4, \quad b_{21} := (d_{12} + d_{22})/2, \quad b_{22} := (d_{11} + d_{21} + d_{12} + d_{22})/4, \quad b_{31} := (d_{11} + d_{21} + d_{12} + d_{22})/4,$$

(6)

The remaining BB-coefficients are defined by symmetries: $b_{01}, b_{02}, b_{12}$ are obtained from $b_{10}, b_{20}, b_{21}$ by replacing $d_{00}$ by $d_{01}$; $b_{01}, k = 3, 4, l = 0, 1, 2$ are obtained from $b_{11}, k = 3, 4, l = 0, 1, 2$ by replacing $d_{00}$ by $d_{11}$; $b_{02}, k = 0, \ldots, 4, l = 3, 4$ are obtained from $b_{12}, k = 0, \ldots, 4, l = 3, 4$ by replacing $d_{00}$ by $d_{22}$. Analogous to $e$-net conversion, conversion of the $d$-net to $BB$-form (6) provides second-order Hermite data around the hole.

The construction repeatedly uses Taylor expansions, or jets, at corners of patches and Taylor expansions along boundaries of patches, called $taylor$-borders. For example, the second-order Taylor expansion of a map $f$ at corner of its unit square domain can be collected in the matrix of partial derivatives at a corner point, see Fig. 7, left, that is re-expressed as a $3 \times 3$ BB-net (right of \rightarrow) of some degree bi-$d$. Three corner jets (cyan, yellow and blue) can be merged into an L-net by averaging the BB-coefficients at overlapping locations. The L-net defines two tensor-borders of degree bi-$4$.

Let $L$ be the linear transformation that maps the unit square into a unit-edge-length parallelogram with opening angle $\frac{\pi}{2}$. Let $\chi$ be the characteristic map of Catmull-Clark subdivision with subdominant eigenvalue $\lambda$, see Fig. 8a. Scaling $\chi^{T} := L^{-1} \circ \chi$ by $\lambda$ therefore maps the tensor-border of the characteristic map into the upper right pink area in Fig. 8b. Analogous to the construction for a $e$-net, in [KP18, Appendix], we construct a map $g$, consisting of $n$ $G^{1}$-connected bi-$5$ sectors with a unique quadratic expansion at the common point, as an affine combination of the nodes $d$ and $c_{0}$. Restricting $g$ to the same subdomain as $\chi^{T}$ therefore allows sampling the L-shaped bi-$4$ tensor-borders from $g \circ \lambda \chi^{T}$, see Fig. 8c. These adjacent L-shaped pieces are off-hand $C^{1}$-connected, but applying the univariate stencil of Fig. 8c,right to $\circ$ and its $\circ$ sibling below by symmetry, makes the layers join $C^{2}$. Then we apply the inverse of the formulas (6), to yield $d$ in terms of $b$, to the $n$ $C^{2}$-connected bi-$4$ tensor-borders. This defines the refined nodes $d_{ij}^{l}, i = 0, \ldots, 3, j = 0, \ldots, 2, s = 0, \ldots, n - 1$.

In all sectors, $d_{ij}^{l}, i = 0, \ldots, 3, d_{ij}^{l}, j = 1, 2$, are obtained by regular refinement of $d$, see Fig. 4b. All calculations are symbolic and yield explicit affine expressions, shown in the next section, of the refined nodes $d$ in terms of the initial nodes $d$ and the central point $c_{0}$ fixed in Section 3. Tabulating, for each valence $n$, the expressions in a subdivision matrix, respectively the arrays $A_{ij}^{l}$ of Section 5 and the Appendix, completes the derivation of the algorithm.
5. The subdivision algorithm \( d \rightarrow \hat{d} \)

The derivation in the previous section may give the impression that EG subdivision is complicated to implement. However, implementation requires only five special rules in addition to rule (3), respectively (4) for \( q_0 \). These rules, expressed as integer weights after scaling by \( 10^3 \), are presented here and in the Appendix. The six outer new nodes \( \hat{d}_{h,k} \) for \( h = 0 \) or \( k = 0 \) are generated by the regular refinement rules (1). The six inner new nodes \( \hat{d}_{h,k} \), \( h, k = 1, 2, 3 \), are calculated by the following formula

\[
\hat{d}_{h,k} := d_{0,0} q_0 \sum_{r=0}^{n-1} \sum_{i=0}^{3} a_{r}^{\pm} d_{i,j}.
\]

(7)

The pseudocode for EG is then (cf. EGRRefinePatchConstructor in [LKFP22])

Prior to runtime, once ever:
- for each valence \( n \), place the subdivision matrix \( A_n \) by copying and replicating the 5-digit array entries \( a_{r}^{\pm} \) using the structural symmetries explained below and extending to a full \( d \)-net by regular refinement (1).
If input is a \( d \)-net
- Set \( q_0 \leftarrow d \) by (4).
If input is a \( c \)-net
- if extraordinary nodes not separated by one regular node, apply one (local) Catmull-Clark subdivision step;
- Set \( c := R c_0, q_0 \leftarrow c \) by (3).
Repeat subdivision step
Collect the \( d \)-net and the limit point \( q_0 \) into \( (d, q_0) \), a \( 12n + 1 \) vector of points.
- (output) Convert the \( d \)-net to a surface ring in BB-form by tensoring (5) or applying (6).
- Then the new \( d \)-net points are

\[
(d, q_0)^{\text{new}} := A_n \cdot (d, q_0)
\]

where \( \cdot \) denotes matrix-vector multiplication.

The outer surface ring refined by regular rules (1) together with the new \( d \)-net then define a \( C^2 \)-joined bi-4 spline ring, that can be expressed in BB-form by the expressions (6).

All regular sub-nets of the input mesh can be interpreted as bi-3 \( C^2 \) B-spline control nets. The resulting bi-3-surface pieces join \( C^2 \) with the bi-4 EG surface caps because second-order Hermite data along the boundary of the EG subdivision pieces stems from degree-raised bi-3 uniform B-spline pieces generated when deriving the \( d \)-net from a \( c \)-net in Section 3. By the same reasoning abutting EG surface pieces join \( C^2 \).

It remains to specify the weights \( a_{r}^{\pm} \). To have a partition of unity, the weight scaling the \( q_0 \) contribution is \( a_{0}^{\pm} := 1 - \sum_{r=0}^{n-1} \sum_{i=0}^{3} a_{r}^{\pm}. \) The inner double summation, whose indices are illustrated in Fig. 4a, is unfolded into a \( 4 \times 3 \) vector with indices

\[
00 10 20 30 01 11 21 31 02 12 22 32
\]

To form the rows of each of the five arrays \( A_{11}^{\pm}, A_{22}^{\pm}, A_{31}^{\pm}, A_{32}^{\pm} \) required to build \( A_n \). Here the superscript \( n \) is the valence and the subscript is the index of the new node.

Several symmetries, in the construction (not the geometry), simplify the formulas. For example, the rules for \( A_{11}^{\pm} \) follow from those of \( A_{11}^{\pm} \) by subscript exchange. Formula (7) clearly shows the rotational invariance of the construction. Mirror symmetries with respect to sector diagonals and sector separating lines imply further relations that allow shortening the arrays \( A_{hk} \) of pre-calculated weights \( a_{r}^{hk} \) (superscript ‘3’ indicates nodes on the sector-separating line):

\[
a_{r}^{hk} := a_{r}^{hk}, \quad h, k = 1, 2, 3, \quad a_{r}^{3k} := a_{r}^{3k}, \quad k = 1, 2, 3.
\]

Therefore it suffices to list the full set of rows, i.e. \( r = 0, \ldots, n-1 \), for only the new node with index 21. For \( h_k \in \{11, 22\} \), we need only \( r = 0, \ldots, N \), where \( N := \frac{1}{2} n \), i.e. \( N = 3 \) for \( n \in \{6, 7\} \). For \( h_k \in \{31, 32\} \), \( r = 0, \ldots, M \) where \( M := \frac{n+1}{2} \), i.e. \( M = 4 \) for \( n \in \{7, 8\} \). The formulas have yet more symmetries, but some redundancy simplifies reading and implementation.

The formulas were initially computed with 20-digit accuracy, but truncating to 5 digits after the decimal point preserves good high-light line distributions. After scaling by \( 10^3 \), truncation allows us to explicitly list the \( a_{r}^{hk} \) as integers. Note that these integers are not approximations but are the exact EG subdivision rules. The integer representation facilitates an exact computation of the characteristic polynomial of the EG subdivision matrix. The arrays for \( n = 6, 7, 8, 9, 10 \) are listed in the Appendix and for \( n = 3 \) and \( n = 5 \) here. As an example of how to read the arrays below, see

\[
A^{11} := A^{00} := -0.00129, A^{11} := 0.02629 A^{11} := -0.00111 A^{11} := 0.00021
\]

For \( n = 3 \),

\[
A^{11} := \begin{pmatrix}
-1 & -13 & -37 & -42 & -137 & 10243 & 2049 & -37 & 10243 & 50096 & 5073

\end{pmatrix}
\]

\[
A^{22} := \begin{pmatrix}
0 & 0 & 38 & 35 & -4 & 20 & -169 & -859 & -37 & 1087 & -37 & 1086 & -2793
\end{pmatrix}
\]

\[
A^{31} := \begin{pmatrix}
0 & 0 & 38 & 35 & -4 & 20 & -169 & -859 & -37 & 1087 & -37 & 1086 & -2793
\end{pmatrix}
\]

\[
A^{32} := \begin{pmatrix}
0 & 0 & 38 & 35 & -4 & 20 & -169 & -859 & -37 & 1087 & -37 & 1086 & -2793
\end{pmatrix}
\]

For \( n = 5 \),

\[
A^{11} := \begin{pmatrix}
-129 & 221 & 50 & -28 & 221 & 6298 & 628770 & 6368 & 61638 & 6916

\end{pmatrix}
\]

\[
A^{22} := \begin{pmatrix}
\end{pmatrix}
\]

\[
A^{31} := \begin{pmatrix}
491 & 973 & 57 & -205 & 932 & -322 & -4931 & 1147 & -57 & 4931 & 49125 & 11869
\end{pmatrix}
\]

\[
A^{32} := \begin{pmatrix}
\end{pmatrix}
\]

\[
A^{51} := \begin{pmatrix}
\end{pmatrix}
\]

\[
A^{52} := \begin{pmatrix}
\end{pmatrix}
\]

\[
A^{53} := \begin{pmatrix}
57 & -96 & -42 & 55 & -81 & -127 & 629 & -67 & 434 & 5702 & -564
\end{pmatrix}
\]

\[
A^{54} := \begin{pmatrix}
\end{pmatrix}
\]
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Figure 9: Characteristic map of EG subdivision (one sector).

6. Limit Analysis
The eigenvalues of the \((12n + 1) \times (12n + 1)\) subdivision matrix can be computed directly by the software Maple based on the arrays \(A_{mk}^n\). The discrete Fourier transform needs not be used. As expected, exactly one eigenvalue dominates and is 1, and \(c_0\) is the corresponding extraordinary point. The double subdominant eigenvalue \(\lambda\) differs from that of Catmull-Clark subdivision by less than \(10^{-3}\) for any \(n \geq 3\). This too is expected, since a linear transformation of the tensor-border of the characteristic map (ring) of Catmull-Clark subdivision was used to derive the refinement rules. With \(\mu\) the subsubdominant eigenvalue, the deviation of \(\frac{\mu}{\lambda^2}\) from 1 is small:

<table>
<thead>
<tr>
<th>(n)</th>
<th>(\frac{\mu}{\lambda^2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.00015</td>
</tr>
<tr>
<td>5</td>
<td>0.00016</td>
</tr>
<tr>
<td>6</td>
<td>0.00151</td>
</tr>
<tr>
<td>7</td>
<td>0.00241</td>
</tr>
<tr>
<td>8</td>
<td>0.02887</td>
</tr>
<tr>
<td>9</td>
<td>0.04865</td>
</tr>
<tr>
<td>10</td>
<td>0.05815</td>
</tr>
</tbody>
</table>

This is a consequence of the guide-based derivation of the refinement rules. The BB-nets of the characteristic rings, computed numerically for \(n=3,5,\ldots,10\), look identical (but are not identical) to those of the degree-raised characteristic maps of Catmull-Clark subdivision. Standard formal numerical computation confirms injectivity of the rings. Fig. 9 displays the characteristic maps for \(n = 3, 5, 6\).

7. Examples and Discussion
In the following examples, wherever a sub-net is regular, the control net is interpreted as a bi-3 tensor-product spline, just as for Catmull-Clark and Ma-Ma subdivision. The extraordinary nodes are assumed to be surrounded by a e-net and each e-net is ‘degree-raised’ to a d-net according to Section 3. Then the bi-4 EG surface joins \(C^2\) with any bi-3 surface on the regular net and to neighboring EG surfaces. In the following examples, the input is a e-net extended by one ring of quads to define a surrounding bi-3 surface and so evaluate the transition from a regular bi-3 B-spline surface (green) to the bi-4 EG subdivision surface (reddish gold). An extended e-net is anyhow required to start curvature-bounded subdivision like Ma-Ma, because their rules have a larger support than those for Catmull-Clark subdivision. (If the surface not governed by the e-net is to be preserved, one Catmull-Clark-step needs to precede the first Ma-Ma step).

We focus on the shape of the non-regular caps where the surface differs from the uniform tensor-product bi-cubic spline surface. Small nets are preferred to assess shape over large ‘real-life’ meshes where regular surfaces dominate. As the egg cup in Fig. 10 illustrates, even for models of moderate size still-images from afar make it tricky to spot surface flaws evident under zoom (right) or when interactively moving the object. The following small, carefully-selected examples enable shape prediction and surface quality verification.

Fig. 11 tests the new algorithm for convex input nets. For \(n = 3\), often an outlier in terms of shape, the highlight line distribution is uniform. Fig. 11d consists of 6 planar sectors tangent to a slightly bent cylinder. Catmull-Clark and Ma-Ma exhibit oscillations near the extraordinary point, while EG subdivision does not. The input of Fig. 12 are 7 planar sectors to be blended. The highlight lines of eight subdivision rings show pinching for Catmull-Clark subdivision. (If the surface not governed by the e-net is to be preserved, one Catmull-Clark-step needs to precede the first Ma-Ma step).

Unlike Catmull-Clark, Ma-Ma does not preserve the in-
Figure 12: Blending 7 planar sectors. (c) applying [MM18] to the extended c-net yields sharp turns, (d) replacing the outermost ring with a Catmull-Clark (CC) ring results in a discontinuity, (e) CC yields pinched highlight lines near the center, (f) prepending one step of CC moves smaller ripples inwards. (h–m) zoom on the inner four of nine rings of [KP19] vs. EG subdivision reveal strong similarity in highlight lines, Gauss and mean curvature.

Figure 13: Blending 4 planar faces and filling the hole. Surface layout: surrounding bi-3 surface, 8 rings of subdivision surface and tiny $G^1$ bi-4 cap with $2 \times 2$ sectors (see (d)). bottom: last 3 rings + tiny cap.

Figure 14: Blending 3 planes, $n = 5$. Surface layout: surrounding bi-3 surface, three subdivision surface rings and $G^1$ bi-4 cap.

Figure 15: (a) Net 'degree-raised' from Fig. 14 and (b) its perturbation to insert grooves along the top plane and the upward blend.
Fig. 15 demonstrates the insertion of grooves into the two-beam corner of Fig. 14. The extended c-net is ‘degree-raised’, i.e. the stencils of Fig. 5 are applied wherever well-defined. Then the d-net appears as the interior sub-net. The entire new net is perturbed to yield the groves. Fig. 16 rounds the beams of a regular octahedron scaffold (a). The scaffold contains 12 nodes of valence 8. While the pinched highlight lines of the Catmull-Clark surface in (b) reveal high curvature near the extraordinary point, and (c) Ma-Ma surfaces [MM18] have fine oscillations, the highlight line distribution of EG subdivision is remarkably uniform. The magnification in the second row reveals artifacts that a designer would flag. Under zoom, we see that for a convex input net, Catmull-Clark subdivision concentrates the artifacts near the limit point while Ma-Ma [MM18] spreads them out. Elaborating on the flaws of Catmull-Clark and Ma-Ma in Fig. 16, the c-nets of Fig. 17 illustrate, for convex and saddle inputs, the advantages of EG subdivision. The artifacts of Ma-Ma concentrate at the first ring transition (Fig. 17g, see also Fig. 12) and closer to the limit.

Since [MM18] has rules only up to \( n = 8 \), for valence \( n = 9 \) Fig. 18, we choose [MM19] as a typical representative of tuned and classic subdivision. Convex input nets result in visible ripples, see Fig. 18c. The two types of saddles yield kinks in the transition to the first subdivision ring, see Fig. 18g,k. EG subdivision shows no such oscillations or kinks in Fig. 18d,h and only mild oscillations in Fig. 18l. For valence \( n = 10 \), Fig. 19 has four ridges elevated from the plane. While Catmull-Clark subdivision exhibits the typical pinching of highlight lines in the vicinity of the limit point Fig. 19e, EG subdivision handles the challenge well both globally and near the limit point. The example illustrates how complex examples obscure shape flaws (and are therefore not shown) since the comparison of Fig. 19c to d barely shows the difference.

Fig. 20 demonstrates that EG subdivision fares well when raising
and smoothness. Many alternative surface constructions, such as G-splines, rational blending constructions and manifold constructions [Pet96, YZ04, GH95, SV18] lack built-in refinability, or are of too high a degree for many applications, or are not compatible with surface exchange standards. Conversely, an inherent disadvantage of subdivision is the definition of infinitely many pieces near extraordinary points. This complicates the numerical treatment of extraordinary neighborhoods: for example, integration of derivatives across the extraordinary point requires careful estimates.

To date there exists no agreed-upon measure defining aesthetically pleasing shapes. Rather, designers characterize good shape as the absence of flaws. Flaws include oscillations, unwanted rapid changes, and non-uniform distribution of the surface highlight lines, see e.g. [Aut19, Aut22]. An unavoidable limitation is therefore that there is no ‘proof’ of good shape other than demonstrating the subdivision for a gallery of challenging input control nets. Obtaining good highlight line distributions for all configurations of [KP] gives hope that EG subdivision is suitable for industrial outer surface design, especially when filling the remaining hole, after a finite number of subdivision rings have been generated, by a minuscule polynomial cap.

8. Conclusion
Empirically, the new EG subdivision generates surfaces with desirably uniform highlight line distributions. Compared to other explicit subdivision algorithms, EG subdivision keeps shape oscillations under control by following a sequence of evolving guide surfaces. In contrast to the static, initial guide of Guided Subdivision, these evolving surfaces are baked into and part of the EG subdivision rules.

Thanks to these evolving guides, starting with the first step, EG subdivision surfaces join gracefully to the surrounding surfaces. Ma-Ma and similar rules focus on limit behaviour and not the initial transition. Formally, the limit curvature of [MM18, MM19] is bounded, but since the formulas in both papers were presented with 4 digit accuracy, their $\mu$ differs from $\lambda^2$, albeit slightly less than for EG subdivision. Yet the EG subdivision highlight line distribution near the center is more uniform and straight than for Ma-Ma. This illustrates that eigenanalysis, while relevant, does not determine good shape.
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EG subdivision is associated with a d-net stemming from $C^2$ bi-4 splines. However, there is an easy initial step, namely applying the matrix $R$, to start EG subdivision from a e-net, the net configuration of Catmull-Clark subdivision. A Catmull-Clark subdivision surface ‘cap’ can therefore be replaced by an EG subdivision cap near extraordinary points. We can therefore interpret regular subnets as uniform bi-3 splines that smoothly join the surface caps generated by EG subdivision, see [LKP22]. A control-net modeling session with EG subdivision then looks like a modeling session with Catmull-Clark.

EG subdivision uses five special subdivision rules in addition to the once-executed rule for $e_0$. The central extraordinary limit point $e_0$ is computed at the beginning and remains fixed throughout EG subdivision. The footprint of the five special rules is smaller than that of guided subdivision but sufficiently large to result in good highlight line distributions. Although the derivation of the EG rules is non-trivial, the implementation, see [LKP22], amounts to applying the subdivision matrices $A_n$ to the d-net. The matrices $A_n$ are defined by the arrays given Section 5 and the Appendix. Rules for $n > 10$ exist, but such designs are not encouraged since high valence is better modeled by polar configurations, see e.g. [MP09]. Just as for classical subdivision, the vector of $12n + 1$ entries representing the $12n$ nodes of the current d-net plus the central point $e_0$ is multiplied by the subdivision matrix to obtain the finer control net near the extraordinary point. That is, the implementation only differs from Catmull-Clark code by computing the matrix-vector product $A_n d$ in place of the sparser product of Catmull-Clark subdivision that is often implemented via stencils. For $n \leq 10$, switching from Catmull-Clark to EG subdivision no more than doubles the execution time of the surface cap. Various GPU implementation strategies used for Catmull-Clark subdivision can, in the future, be adapted to EG subdivision.
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Appendix: The arrays for $n = 6, 7, 8, 9, 10$

Valences higher than $n = 10$ are best modeled using polar configurations [MP09]. Recall that the entries are scaled by $10^5$, i.e. are numbers of absolute value less than 1.

For $n = 6$,

$A_{61} = \begin{pmatrix}
195 & -40 & 623 & -140 & -400 & 4817 \\
342 & -398 & 60 & 165 & 643 & 153 & 349 & -750 & 345 & -76 & 498 & 461
\end{pmatrix}$

$A_{62} = \begin{pmatrix}
271 & 1261 & 121 & 705 & 1257 & 354 & 126 & 7534 & 241 & -641 \\
1107 & -1355 & 80 & 540 & -2274 & 664 & 1018 & 2160 & 1210 & 1530 & 364 & 50
\end{pmatrix}$

$A_{63} = \begin{pmatrix}
\end{pmatrix}$

For $n = 7$,

$A_{71} = \begin{pmatrix}
1649 & -2653 & 1071 & 726 & 2653 & 6306 & 5384 & 403 & 1079 & 5384 & 6260 & 8301
\end{pmatrix}$

$A_{72} = \begin{pmatrix}
303 & 1505 & 3587 & 163 & -99 & 763 & 1897 & -268 & 2707 & 2636 & 2707 & 2557
\end{pmatrix}$

$A_{73} = \begin{pmatrix}
\end{pmatrix}$

For $n = 8$,

$A_{81} = \begin{pmatrix}
3170 & -4510 & 920 & 1956 & -4510 & 6628 & 7736 & -2189 & 920 & 7736 & 8.019
\end{pmatrix}$

$A_{82} = \begin{pmatrix}
\end{pmatrix}$

$A_{83} = \begin{pmatrix}
\end{pmatrix}$

For $n = 9$,

$A_{91} = \begin{pmatrix}
6434 & 535 & 924 & -5444 & 6534 & 9053 & -3513 & 535 & 9053 & 60551 & 8408
\end{pmatrix}$

$A_{92} = \begin{pmatrix}
-740 & 257 & -570 & 308 & 932 & 343 & -1644 & 1590 & 3 & 1587 & 120 & -1.013
\end{pmatrix}$

$A_{93} = \begin{pmatrix}
\end{pmatrix}$

$A_{94} = \begin{pmatrix}
\end{pmatrix}$

$A_{95} = \begin{pmatrix}
4821 & -1263 & -1029 & -2576 & 7082 & -2913 & 1101 & -8858 & 7082 & 1318 & -3510 & 5997
\end{pmatrix}$

$A_{96} = \begin{pmatrix}
\end{pmatrix}$

$A_{97} = \begin{pmatrix}
235 & 784 & 21 & 95 & 784 & 784 & 1784 & 1040 & 180 & 614 & 382 & 703
\end{pmatrix}$

$A_{98} = \begin{pmatrix}
\end{pmatrix}$

$A_{99} = \begin{pmatrix}
-873 & 213 & -56 & 1294 & 946 & -1844 & 3181 & 211 & 4625 & 1342 & -1183 & 4152
\end{pmatrix}$

$A_{100} = \begin{pmatrix}
\end{pmatrix}$

$A_{101} = \begin{pmatrix}
1176 & 1522 & 17 & 52 & -7058 & 210 & -1205 & 291 & 8 & 760 & 73 & 480
\end{pmatrix}$