Multi-sided completion of $C^2$ bi-3 and $C^1$ bi-2 splines: a unifying approach
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Abstract

Traditionally the approach to filling $n$-sided holes differs substantially for bicubic $C^2$-splines vs biquadratic $C^1$-splines due to the ‘primal’ vs ‘dual’ interpretation of the control net that emphasises either $n$-valent vertices or $n$-sided facets. Here we propose a construction that unites the treatment of both types of spline surfaces, notably for non-4-valent vertices in a quad-layout. The primal-dual-agnostic multi-sided surfaces are of degree bi-4. Their main body can be chosen to be $C^1$ or $C^2$ and the remaining gap is filled by a tiny central $G^1$ cap.
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Figure 1: (a) The ‘primal’ quad net (Catmull-Clark, short CC-net) yields (b) a bi-cubic (bi-3) surface ring that is $C^2$-joined to a sequence of bi-quartic rings completed with a tiny bi-4 cap. (c) The quad net $Q$ yields (d) a bi-quadratic (bi-2) surface ring that is $C^1$-joined to a sequence of bi-quartic rings completed with a tiny bi-4 cap. In both cases the multi-sided surfaces are constructed with the same algorithm. (right: highlight lines [BC94].)
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1. Introduction

With their edges outlining preferred directions, quadrilateral meshes are widely used in the design of free-form surfaces. Interpreting grid-like sub-meshes as B-spline control nets transfers a coarse polyhedral design to a smooth, curved model. Good designers and good quadrangulation algorithms use a minimal number of irregularities where \( n \neq 4 \) quadrilaterals meet or the mesh forms an \( n \)-sided facet. Some irregularities are unavoidable, due to topological reasons, but more often they are introduced to align boundaries of polynomial pieces with preferred directions, e.g. when merging several tensored primitives into one surface.

For univariate splines, switching to higher-degree shape functions, a.k.a. \( p \)-refinement, simply amounts to re-interpreting the control points as weights of higher-degree B-splines. For spline surfaces, the type of irregularity – \( n \)-valent vertex or \( n \)-sided facet – changes with the interpretation of the control net. If the net is interpreted as controlling a uniform tensor-product \( C^2 \) bicubic (bi-3) spline, then \( n \)-valent vertices are prevalent and the control net is often called ‘primal’. If the quad-net is interpreted as controlling a uniform tensor-product \( C^1 \) biquadratic (bi-2) spline, then \( n \)-sided facets arise and the control net is considered ‘dual’. Even though both types of irregularities cause multi-sided holes in spline surfaces, the treatment of irregularities in primal and dual nets starkly differs and switching between them would require re-meshing to accommodate the dual and primal layout. As a case in point, Doo-Sabin (DS) subdivision [DS78] and Catmull-Clark (CC) subdivision [CC78] do not mix freely.

![Figure 2: (a) Primal layout and green bi-3 spline ring (b) dual layout and green bi-2 spline ring.](image)

The unified multi-sided cap construction presented in the following accommodates both primal and dual configurations by applying the principle of guided surfacing to both. We call the quad mesh in Fig. 2 a a CC-net in reference to Catmull-Clark subdivision and the subset of control points marked •, a CC-net. The CC-net suffices for the cap construction. The CC-net additionally defines a regular bi-3 spline ring surrounding the cap to be able to judge the transition from a bi-3 spline surface to the cap based on the shared layout.

![Figure 3: (a) Conversion of the Q-net to a DS-net via bi-2 knot insertion. (b) Bi-2 knot insertion applied to entire Q-net yields an extended DS-net (here Q-net from Fig. 1 c).](image)

Since CC-nets are common in design, we want to alternatively be able to interpret CC-nets as control-nets for \( C^1 \) bi-2 splines and so make high-end surface algorithms more widely applicable without interfering with the designer’s
intensions as conveyed by the control net layout. Bi-2 splines are dual to the CC-net in the sense that the images of their knot-line crossings (corners of the polynomial pieces) coincide with averages of quad vertices (the center of quad facets). To avoid a confusion with the primal interpretation, we re-name the CC-net in the dual context a $Q$-net. We propose to address the question, what to do at the central point, by applying one local, virtual regular bi-2 spline knot insertion. The knot insertion (see Fig. 3 a) generates the control points marked • in Fig. 2 b; these form the DS-net in Fig. 2 b, in reference to Doo-Sabin subdivision. The larger DS-net defines a regular bi-2 spline ring to assess the transition between cap and the surrounding bi-2 spline surface. The conversion of the $Q$-net yields three layers of quads, see Fig. 3 b, i.e. a DS-net extended by one extra layer. These quads define two rings of regular bi-2 splines surrounding the cap. Since the two rings are created by subdivision, their shape is identical to that of the innermost regular ring defined directly by the $Q$-net: the layers are the innermost ring – with each polynomial patch split into $2 \times 2$ pieces.

**Contributions** The unified construction generates a well-shaped surface of degree bi-4 that reminds of a few steps of Catmull-Clark or Doo-Sabin subdivision, see Fig. 1. The construction is a hybrid that combines the advantages of subdivision algorithms (simple refinability due to $C^1$ and $C^2$ transitions) and the good shape of G-splines while avoiding the respective shortcomings: the infinite recursion for subdivision, and the absence of a simple homogeneous refinement for G-splines due to the special treatment of G-edges. The surfaces consist of a user-chosen number of nested bi-4 surface rings that scale down towards the remaining hole. Typically three rings suffice to shrink the size of the remaining hole by almost two orders of magnitude. For most modeling applications and much of engineering analysis the final smooth bi-4 G-spline cap then need not be further refined.

While non-trivial to derive, the resulting algorithm is affine in the control net: for given $n$ and contraction speed $\sigma$ (high speed yields wide, fast-contracting surface rings) it can be implemented as the multiplication of the control net nodes with a sequence of pre-calculated matrices. That is, evaluation of these splines for multi-sided surfaces is only moderately slower than evaluation of splines over regular meshes.

**Overview.** Section 2 and Section 3 review, for completeness, known techniques that will serve as building blocks of the new algorithm in Section 4. The new algorithm combines and adds to the building blocks. In more detail, after a review of related work, Section 2 lists the concepts and tools to define the unified multi-sided construction: sampling of Hermite data and geometric smoothness. Section 3 reviews the basic ideas underlying Guided Surfacing, in the context of the unified construction. Section 4 defines the algorithm: constructing a guiding surface and the transition to rapidly contracting guided surface rings capped by a tiny central surface piece. Section 4 also states the properties of the resulting surfaces. The section also describes how the construction can be efficiently implemented in terms of pre-calculated matrices. Section 5 justifies algorithmic choices via examples and Section 6 discusses alternatives and limitations.

1.1. Related work

Interpreting the nodes of a grid-like mesh as control points of a bi-cubic (bi-3) tensor-product spline is a simple and low-cost way to obtain high-quality smooth surfaces. Analogously, interpreting the nodes as control points of uniform tensor-product $C^1$ biquadratic (bi-2) splines yields even simpler smooth surfaces that, while of lower quality than bi-3 splines, suffice for many applications, e.g. designing internal surfaces.

The generalizations of knot insertion to fill multi-sided holes, Doo-Sabin subdivision [DS78] and Catmull-Clark subdivision [CC78] suffer from shape artifacts. Catmull-Clark surfaces typically have pinched highlight lines (see [BC94]) when modeling higher-order saddles; and [KPR04] showed that even for convex input meshes the limit shape is hyperbolic. Tuning subdivision weights [CADS09, MM18] to adjust the eigenstructure and hence the differential geometry jet at the extraordinary point; directly prescribing leading parts of the eigenstructure [LFS16]; or prescribing the limit jet directly, geometrically by a guide surface (which implies the wanted eigenstructure) as in Guided Subdivision [KP07] can remove targeted artifacts, but at the cost of a more complex algorithm to generate contracting rings. [TSH+20] illustrated that contracting rings, just like regular spline surfaces, can be built from piecewise polynomials of differing degree and joined with different levels of smoothness, so called multi-degree B-splines.

Alternatively, surface constructions have been proposed that do not restrict themselves to the standard polynomial spline paradigm: generalizing Gregory patches [HK18], transfinite interpolation [VSR12] and highly-smooth surfaces have been proposed for multisided surfaces [SVR14, SV18, HK20a, HK20d]
Another alternative to subdivision surfaces are G-splines [HM90, Pet02]. G-splines consist of a finite number of piecewise polynomials that join by change of variables (reparameterization) and can yield high quality surfaces [LS08, KP16]. By the result [GP15], and demonstrated e.g. in [KNP16, NKP16], G-splines are directly suitable for engineering analysis. The complexity of refining G-splines [KP17] and the difficulty of designing with the resulting finer degrees of freedom triggered the investigation of hybrid constructions that complete a finite number of nested, $C^k$-joined surface rings with an $n$-sided G-spline cap. [KP18] yields almost everywhere curvature continuous multi-sided surfaces of degree bi-6. This paper focuses on a unified construction of high-quality, $n$-sided surfaces of much lower degree, bi-4, that can fill holes both in bi-2 $C^1$ and bi-3 $C^2$ surfaces and so generalizes the approach of [KP20].

2. Definitions and Setup

The construction of well-shaped surfaces has advanced to the point where a standard set of techniques and building blocks can be assembled – with care – to form the task-specific solution. This section defines the basic setup, how to sample derivatives to form L-shaped pieces that combine to form surface rings and how to convert from B-spline form to BB-form – specific to the the primal-dual task at hand. The section also reviews the characteristic parameterization of Catmull-Clark subdivision and the notion of geometric continuity ($G^1$ continuity).

![Diagram](image)

Figure 4: B-to-BB conversion and tensor-borders $\mathbf{t}$ as Hermite input data. (a,e) Circles $\circ$ mark B-spline control points, solid disks $\bullet$ mark BB-coefficients for left full patch, right tensor-border. (b,f) The input nets define respectively, a green ring of (c) $C^2$-connected bicubic patches, (g) $C^1$-connected biquadratic patches. The partial net $\bullet$ defines a tensor-border $\mathbf{t}$, displayed as finer inner grids on white background in (c), (g). (d) shows a close-up of $\mathbf{t}$ to emphasize its use as $C^2$ extension of a bi-3 ring and (h) for a $C^1$-extension of a bi-2 ring.

2.1. Conversion from B-spline to BB-form and tensor-borders

The surfaces consist of tensor-product patches of bi-degree $d$ (short bi-$d$) in Bernstein-Bézier form (BB-form), see e.g. [Far88]:

$$f(u, v) := \sum_{k=0}^{d} \sum_{\ell=0}^{d} f_{k\ell} B_k^d(u) B_{\ell}^d(v), \quad 0 \leq u, v \leq 1.$$  

Here $B_k^d(t) := \binom{d}{k}(1-t)^{d-k}t^k$ are the Bernstein polynomials of degree $d$ and $f_{ij}$ are the BB-coefficients. Connecting $f_{ij}$ to $f_{i+1,j}$ and $f_{i,j+1}$ wherever possible yields the BB-net. A useful operation on polynomials in BB-form is to split them into two pieces, say a left half and a right half, by the well-known de Casteljau algorithm [Far88].
The vertices, marked in Fig. 4 juxtaposes the input for the bi-\(d\) constructions for \(d = 2\) and \(d = 3\). Any \((d + 1) \times (d + 1)\) sub-grid with control points marked \(\circ\) in Fig. 4 a.e can be interpreted as the control points of a uniform bi-\(d\) B-spline. The **B-to-BB conversion** expresses the spline in bi-\(d\) BB-form illustrated by the green BB-net in Fig. 4 a.e. Conversion of a partial sub-grid yields a partial BB-net, see Fig. 4 a.e., right, defines position and first (and for the case \(d = 3\) second) derivatives across an edge, called tensor-border and denoted \(t\). B-to-BB conversion of the full net creates a bi-\(d\) surface ring (green in Fig. 4 c.g) and a (white underlaid) tensor-border.

Fig. 4 d,h juxtapose the first-order tensor-borders that form the input for the unified construction. Fig. 4 g displays the bi-2 tensor-border corresponding to the inner grid in Fig. 4 d. Fig. 4 d displays the bi-3 tensor-border, of which the first-order Hermite data, the gray-underlaid strip corresponding to the inner grid of Fig. 4 c, will play a special role. The extraordinary point adds important information in the bi-3 case.

### 2.2. Sampling derivatives to form tensor-borders and L-shapes

Jets of derivatives of patches or tensor-borders \(f\) can be represented by BB-subnets, see Fig. 5. BB-subnets corresponding to jets of \(f\) in different locations can be combined (assembled) into new patches as illustrated in Fig. 5 b,c. Where subnets overlap the jet-information is averaged, see Fig. 5 c. The operator that samples the \(k\)th order jet of a function \(f\) at suitable locations and assembles a patch or an L-shape as illustrated in Fig. 5 is denoted \(H^k\). L-shapes can be joined in a cycle to form surface rings. For good quality, it pays to adjust bi-4 L-shapes to join \(C^2\) where they meet along sector-separating curves as illustrated in for the vertical edge above 1 in Fig. 5 d, right. Fig. 5 d, right, provides the weights for a formula to overwrite the column of BB-coefficients marked \(\dagger\) (corresponding to the middle column of the light blue BB-subnet in Fig. 5 d, left). Applying this formula also to the circled \(\bullet\) of the neighboring sector to the right makes the L-shapes join \(C^2\). Specifically, for the column marked by \(\dagger\) the new value is the affine combination with weights \([1, 4, -1]/4\) of the remaining BB-subnet columns to both sides of the sector-separating curve.

![Figure 5](image)

**Figure 5**: Hermite data (partial derivatives converted to BB-form) and Hermite operators \(H^k\), \(k = 5, 4\): (a,b) full patch; (c) L-shaped bi-4 tensor-border and its \(C^2\) correction: the circled BB-coefficients (see \(\dagger\) for the left three) are the \(\frac{1}{4}, 1, \frac{1}{4}\) average of their neighbors.

### 2.3. Adjustable Speed Subdivision and the characteristic parameterization \(\chi_\sigma\)

The subdominant eigenvalue of subdivision governs the contraction speed of the subdivision rings towards the limit. The subdominant eigenvalue of bi-3 Adjustable Speed Subdivision [KP09] with ‘speed’ parameter \(\sigma \in (0..1)\) is

\[
\lambda_\sigma := \frac{1}{2} \left((1 + c)\sigma^2 + 2\sigma + \sigma \sqrt{(1 + c)((1 + c)\sigma^2 + 4\sigma)}\right), \quad c := \cos(2\pi/n), \quad \sigma := 1 - \sigma. \tag{1}
\]

The choice \(\sigma := \frac{1}{4}\) replicates Catmull-Clark subdivision.

The *left* BB-nets of Fig. 6 a,b,c, display characteristic maps \(\chi_\sigma\) for one sector and \(n = 5\). In the analysis of Catmull-Clark subdivision the maps \(\chi_\sigma\) contain key analytic information. By contrast, in guided subdivision, the corresponding tensor-borders \(\chi_\sigma\), Fig. 6, *right* are more important. The gray underlaid BB-coefficients of \(\chi_\sigma\) are the result of splitting \(\chi_\sigma\) in the ratio \(\sigma : B\) (see Fig. 6 b). We normalize the characteristic maps so that the corner BB-coefficients (marked as \(\circ\) in Fig. 6 a) are at the distance 1 from the center \(\sigma\). While different \(\sigma\) result in different \(\chi_\sigma\), their tensor-borders \(\chi_\sigma\) although slightly different, look alike. This allows a gentle switch to higher speeds. The \(\lambda_\sigma\)-scalability of characteristic tensor-borders will enable an efficient implementation of the sampled guided rings in the next section.
2.4. \( G^1 \) continuity

**Definition 1.** Two sufficiently smooth regular surface pieces \( \tilde{f} \) and \( f \) sharing a boundary curve \( e \) join \( G^1 \) if there exists a suitably-oriented and non-singular reparameterization \( \rho : \mathbb{R}^2 \to \mathbb{R}^2 \) so that for \( k = 0, 1 \), the partial derivatives \( \partial^k \tilde{f} \) and \( \partial^k (f \circ \rho) \) agree along \( e \).

Throughout, we will choose \( e \) to correspond to surface patch parameters \((u, 0 = v)\). Then the relevant Taylor expansion (up to degree 1) of the reparameterization \( \rho \) with respect to \( v \) is

\[
\rho := (u + b(u)v, a(u)v). \tag{2}
\]

By the chain rule of differentiation, this yields the well-known \( G^1 \) constraints in terms of univariate scalar functions \( a(u), b(u) \) and the vector-valued functions \( f(u, 0), \tilde{f}(u, 0) \)

\[
\partial_v \tilde{f} = a(u) \partial_v f + b(u) \partial_u f. \tag{3}
\]

Practical multi-sided constructions obey a natural combinatorial symmetry. This combinatorial symmetry holds for constructions in the paper: L-shapes are constructed by diagonally symmetric rules and neighboring sectors are constructed without bias with respect to their shared sector-separating curve: that is, if \( \tilde{f} \) and \( f \) are exchanged in (3) then the constraints remain the same. No bias implies that \( a(u) := -1 \).

3. Basic Principles of Guided Surfacing

A guide surface outlines the intended shape of the final surface. In this section, we specialize known techniques as building blocks to construct a guide surface \( g \) for the task at hand. We define a consistent central expansion, derive \( g \) from the data, repeatedly sample \( g \) to create a sequence of rapidly contracting surface rings, and, after a few steps, cap the sequence with a tiny \( G^1 \) multi-sided surface piece. The advantage of this multi-step approach, both for design and analysis, is that the resulting surface consists of finitely many piecewise polynomials and is straightforward to refine (by knot insertion) up to the tiny cap. A new component, borrowed from the recent construction [KP20], is the use of an intermediate map \( p \) in Section 3.1 that defines the shape in a primal-dual agnostic fashion.

3.1. A piecewise bi-4 \( G^1 \) map \( p \) and its unconstrained BB-coefficients

The challenge here is to derive one proto-guide suitable for both primal and dual configurations. We call \( p \) a proto-map since it remains symbolic until certain unconstrained BB-coefficients have been specified. Fig. 7a shows the layout of \( p \): each of the \( n \) sectors of \( p \) is a single polynomial patch of degree bi-4. The green-underlaid strips of BB-coefficients guarantee geometric continuity with the input tensor-borders constructed – according to Section 2.2 – along the green boundary \( m^{n-1}, e^n, m^n \). The grey-underlaid strips guarantee geometric continuity across the sector-separating curves \( e, m^n \). The BB-coefficients marked as \( \circ \) represent Hermite data up to order 2 at the extraordinary point. These quadratic expansions \( q^* \) are derived from a single map \( \tilde{q} \) of total degree 2, by reparameterization with a map \( \tau \) defined below.

Figure 6: Characteristic parameterizations (left) \( \chi_\sigma \) and their tensor-borders (right) \( \tilde{\chi}_\sigma \) of one sector in relation to the irregular point \( \circ \).
Figure 7: Proto-map $p$ from tensor-border $t$. (a) BB-net of the bi-4 map $p$. (b) The BB-coefficients enforcing the $G^2$ constraints between sectors, i.e. along the edge $[a, b^*]$ in (a); BB-coefficients that remain unconstrained are marked $\bullet$. (c) Reparameterization $\beta$ of bi-2 tensor-border $t$ to $\tilde{t}$ as defined in [KP20] and (d) its adjustment to the primal case, to transform the bi-3 tensor-border $t$ to the bi-4 tensor-border $\tilde{t} := H^4(t \circ \beta)$.

The assignment of $p_{03}$ enforces tangent plane continuity at the extraordinary point; the relation that determines $p_{30}$ triggers the reparameterization $\beta := [u, a(u)v], a(u) := \frac{2}{\sqrt{3}}(1-u)^2$ of the input tensor-border $t$, Fig. 4. Among the possible choices for $b(u), b(u) = 0$ is not only the simplest option but also yields the best shape. The unconstrained middle BB-coefficient $p_{22}$, marked as $\times$ in Fig. 7a, is defined as

$$p_{22} := \frac{1}{2} \left( \frac{2}{3} (p_{21} + p_{23}) - \frac{1}{6} (p_{20} + p_{24}) \right) + \frac{1}{2} \left( \frac{2}{3} (p_{12} + p_{32}) - \frac{1}{6} (p_{02} + p_{14}) \right),$$

where the pattern $\frac{2}{3} (p_1 + p_3) - \frac{1}{6} (p_0 + p_4)$ indicates reduction to degree 3, a choice that reduces oscillations in the surface. The resulting bi-4 map is internally formally $G^3$ regardless of the choice of the unconstrained BB-coefficients marked as $\bullet$ in Fig. 7b.

The reparameterization $\tau$ of [KP20, Sec4.1] can be interpreted as a specific piecewise bi-4, rotationally-symmetric map $\tau : (\mathbb{R}^2)^n \rightarrow \mathbb{R}^2$ that satisfies the $G^1$ constraints above (with $\tau$ in place of $p$), Fig. 7a shows one sector of $\tau$ for $n = 5$. Since $\tau$ is planar, the quadratic expansion $q$ is not needed in its construction. The map $\tau$ approximates $\chi_{\sigma}$ (shown in Fig. 6) and will be used as a reparameterization, i.e. to map planar domains to one another, and specifically to derive the quadratic expansion $q$ from the composition of a quadratic map $\tilde{q}$ with $\tau$.

3.2. A $C^1$ guide surface $g$

Guided surfacing typically employs maps of total degree $k$ over a triangular domain. Various $k$ and internal continuities can be chosen. Maps of total degree are preferred over tensor-product maps since they allow an efficient sampling of Hermite data when constructing a contracting sequence of surface rings. Here we can choose one of the simplest, a map of total degree 5 borrowed from [KP20]. We then derive a specific $g$ for the unified approach to optimally fit $g \circ \tau$ to the known $p$.

Fig. 8a displays the structure of the $C^1$ map $g$ of total degree 5 over a pentagonal domain $D$. The quadratic $\tilde{q}$ (in degree-raised form) at the center is defined by six BB-coefficients $\bullet$ of the first sector. Iterative application of the $C^1$ stencil $s := (1 - \frac{1}{3})n + \frac{1}{3}(e + w)$ along the sector-separating curve, see Fig. 8b, zippers the sectors together to form a $C^1$ map. The BB-coefficients marked $\bullet$ remain unconstrained, as are those marked as $\circ$ that do not affect the $C^1$-join between the sectors.
Restricting \( g \) to the scaled domain \( \lambda D \) (see Fig. 8 d) yields the map \( g|_{\lambda D} \). The BB-coefficients of \( g|_{\lambda D} \), are obtained by applying the (uni-variate) de Casteljau’s algorithm in two directions, see e.g. [Far88], [KP18]. Let \( \ell+1 \) be the maximal number of spline rings to be generated, typically \( \ell = 2 \) or \( \ell = 3 \), and \( s \) label the \( n \) sectors. Then

\[
g^{r,s} := g^r \text{ and iterate } g^{r+1,s} := g^{r,s}|_{\lambda_{\sigma,s,D}}, \quad r = 1, \ldots, \ell
\]

where \( \lambda_{\sigma,s,D} \) indicates the contraction of the domain \( D \) according to the chosen sequence \( \sigma \) of contraction speeds \( (\sigma_1, \sigma_2, \ldots, \sigma_\ell) \in [0,1] \) that select subdominant eigenvalues by (1).

### 3.3. Constructing adjustable multi-sided surface rings \( r^\sigma \) from tensor-borders

The guide surface \( g \) captures the intended shape. A sequence of contracting rings approximates the guide ever more closely by combining the prolongation of the existing outer surface with the samples of Hermite data from \( g \). The resulting sequence is akin to classical subdivision surfaces, and suitable both for refined geometric manipulations and engineering analysis.

The tensor-borders \( t^{r-1,s} \) and \( t^{r} \) are joined to form a nested sequence of surface rings \( r^{\sigma} \) of degree bi-4 that is by choice either \( C^1 \) or \( C^2 \). Consider one sector \( s \) of ring \( r \) as in Fig. 9. By splitting the tensor-border sector \( t^{r-1,s} \) in the ratio \( \sigma_{r-1} : 1 - \sigma_{r-1} \), the sequence can be advanced faster or slower towards the central point, see Fig. 9 a. For a \( C^1 \)-joined sequence, \( r^{r-1,s} \) combines the once-split \( t^{r-1,s} \) with the \( C^1 \) extension of \( t^s \) ‘backwards’ towards \( t^{r-1,s} \) (gray in Fig. 9 a,b) by applying, in both parameters, the stencil \( \circ := \frac{1}{1 - \sigma_{r-1}} \) as marked in the zoomed-in view Fig. 9 b.

For a \( C^2 \)-joined sequence, \( r^{r-1,s} \) combines the split tensor-border \( t^{r-1,s} \) with data modified from \( t^s \) as follows. Fig. 10 illustrates a rule or stencil that enforces a non-uniform \( C^2 \) join of two Bézier curves meeting with ratio \( \sigma; \tilde{\sigma}, \tilde{\sigma} := 1 - \sigma \), at the end point marked by \( \bullet \) and \( e_1 \):

\[
e_0 := \tilde{\sigma} \quad e_1 := 1 \quad e_2 := 1 - e_0 - e_1 \quad \tilde{e}_i(\sigma) := e_{2-i}(\tilde{\sigma}), \quad \tilde{\sigma} := 1 - \sigma.
\]
In Fig. 9c, gray disks mark the innermost BB-coefficients of the split tensor-border $t^r\cdot\beta$ and • mark a subset of the BB-coefficients of tensor-border $t^r\cdot\alpha$. Applying the stencil of Fig. 10 in each direction to two black bullets • and one grey bullet generates the BB-coefficients shown as hollow squares. Applying the stencil to two hollow squares and one grey bullet generates the crossed squares in Fig. 9d. Applying the $C^2$-correction rule of Fig. 5d, right, generates the BB-coefficients marked ◦. The so-modified tensor-border replaces $t^r\cdot\alpha$ for generating the next ring.

3.4. A tiny central cap $\hat{p}$

We avoid the infinite recursion of subdivision surfaces, by contracting fast, and completing the surface by a bi-4 cap analogous to [KP20]. The structure of this cap $\hat{p}$ is displayed in Fig. 11a: each sector consists of one $2 \times 2$, internally $C^1$ macro-patch. The BB-coefficients displayed as • join the cap $C^1$ to the last guided ring (unlike for $p$, no reparameterization is needed). The magenta BB-coefficients are defined by the quadratic expansion of $C$-cap $\hat{p}$, reparameterized. For $d = 2$ and $n > 4$ we apply one CC subdivision step before computing $p$ and $g$. For a CC-net, $d = 3$ and $n = 3$, or for a DS-net and $d = 2$, we contract $g$ once $g - g|\lambda D$, as illustrated in Fig. 8d.

The factored derivation of the guide in Steps a,b separates the initial shape $p$ from a representation $g$ that is convenient for contracting nested surface rings $r^0$.

4. The unified construction algorithm

We now assemble the technical building blocks developed in the previous sections. To derive the sequence of pre-calculated matrices that map the input CC-net or $Q$-net to the BB-coefficients of the polynomial surface pieces, we construct in order

4.1 a multi-sided, internally $G^1$ surface $p$ of degree bi-4 that outlines the final surface;
4.2 a multi-sided, internally $C^1$ surface $g$ of total degree 5 that outlines the final surface in a way that is suitable for the unified construction;
4.3 a transition ring $r^0$ that blends to the surrounding surface;
4.4 a sequence of adjustable-speed multi-sided surface rings $r^r, r = 1, \ldots, \ell$ and
4.5 a final tiny $n$-sided central cap $\hat{p}$.

For $d = 3$ and $n > 4$ we apply one CC subdivision step before computing $p$ and $g$. For a CC-net, $d = 3$ and $n = 3$, or for a DS-net and $d = 2$, we contract $g$ once $g - g|\lambda D$, as illustrated in Fig. 8d.

The factored derivation of the guide in Steps a,b separates the initial shape $p$ from a representation $g$ that is convenient for contracting nested surface rings $r^0$.

4.1. Determining a multi-sided, internally $G^1$ surface $p$ of degree bi-4 that outlines the final surface

To determine the unconstrained BB-coefficients of $p$ from Section 3.1 we proceed, with $\hat{p}_{ij} = p_{ij}^0, \tilde{p}_{ij} = p_{ij}^{s+1}$, as follows. Fig. 7c,d illustrate the construction of $\tilde{t} := H^4(t \circ \beta)$. For $d = 2$, the first-order expansion across the boundary $\partial_e(t \circ \beta)$ is of degree 4 in the $u$-direction. The operator $H^4(\cdot \circ \beta)$ therefore preserves the first-order Hermite data and $\tilde{t}$ is the tensor-border $t$, reparameterized. For $\deg = 3$, the degree of $\partial_e(t \circ \beta)$ is 5 in the $u$-direction and only the boundary curve is preserved. Let $t$ be the tensor-border (green-underlaid in Fig. 7a) of the DS-net if $d = 2$ and CC-net if $d = 3$. For $d = 3$, we set $\hat{q}_{ij}^0$ to be the extraordinary point of Catmull-Clark subdivision improved for $n = 3$ as in [KP16]. Then the remaining $n + 8 - d$ unconstrained BB-coefficients $\{\tilde{q}_{ij}^0, j = d - 1, \ldots, 6$ and $p_{21}^s, s = 0, \ldots, n - 1\}$ are set to minimize $F_{d+1}$ over all $n$ bi-4 patches $p^s$ where the functional

$$F_{d+1} := \int_0^1 \int_0^1 \sum_{i+j \geq k, k \geq 0} \frac{kl^2}{h^2} |\partial_t^i \partial_s^j f(s, t)|^2 ds dt$$
penalizes variation of $k$th derivatives.

The shape of $p$ is good. In the bi-2 setting, $p$ will join the surrounding spline smoothly – although not with the wanted top surface quality. In the bi-3 setting, $p$ will only connect $C^0$ to the surrounding spline surface. These flaws do not matter since $p$ only determines the interior shape of the final multi-sided surface while the transition to the surrounding surface is designed more carefully in Section 4.3.

4.2. The $C^1$ guide surface $g$

The center point $o$ of $g$ (see Fig. 12) is the center point of $p$. Denote by $\Gamma$ the $5 + 9n$ free BB-coefficients: 5 marked $\bullet$, $6n$ marked $\circ$ and $3n$ marked $\diamond$. Then $a^s := H^5(g^s \circ \tau^s)$ is a bi-5 patch in the unknowns $\Gamma$. Denote by $\bar{\tau}^s$ the $s$-th sector of $p$ degree-elevated to bi-5. Then the unconstrained BB-coefficients $\bullet$ and $\diamond$ of $g$ are set by minimizing over $\Gamma$, for all $i, j$ and sectors $s$, the sum of squared distances $|a^s_{ij} - \bar{\tau}^s_{ij}|^2$.

4.3. Constructing the transition ring $r^0$

For the remainder of this section the operator $H^4$ includes the $C^2$-correction of the L-shaped tensor-borders defined in Fig. 5 d; and extending ‘backwards’ means constructing a tensor-border not towards the center $o$ but towards the periphery as in Fig. 13 a, light gray.

The ring $r^0$ transitions from a surrounding bi-2 or a bi-3 surface to a guided ring. We set $\sigma_0 := \frac{1}{2}$ and denote as $t^{0,s}$ the sector $s$ of the input tensor-border (representing Hermite data of order $d - 1$, degree-raised to 4). The ring $r^0$ combines the evenly-split $t^0$ with the backwards extension of $t^1 := H^4(g^1 \circ \bar{\chi}_{\sigma_0})$.

For $d = 2$ the extension is $C^2$ (see Fig. 13 a). For $d = 3$ the extension is made $C^2$ by placing the BB-coefficients, marked as $\square$ in Fig. 13 b, according to the stencil of Fig. 10 with $\sigma = 1/2$, i.e. the uniform stencil in Fig. 5 d. The so-modified tensor-border replaces the original $t^{1,s}$ for generating the next ring.

4.4. Construction of the main body

Applying for $r = 1, \ldots, \ell + 1$ the sequence of surface rings $r^r$ of Section 3.3 with $t^{r,s} := H^4(g^r \circ \bar{\chi}_{\sigma_{r-1}})$ forms the main body. The rings join, by choice, either $C^1$ or $C^2$. Section 5 investigates the (negative!) impact of increased formal smoothness on the surface quality.

For valencies, $n = 3, 5, 6$, the speed sequence $\sigma := (\frac{3}{4}, \frac{7}{8})$ produces three well-shaped guided rings $r^0, r^1, r^2$. The remaining hole is as tiny as after six steps of Catmull-Clark subdivision. Section 5 investigates the impact of $\sigma$ on the surface quality.
4.5. Summary

The construction can be summarized as repeatedly combining Hermite data of the surrounding surface with an ever smaller part of a fixed map g, itself derived from p. The surface then follows the shape of g but with a smoother transitions than p until is it capped by the tiny central cap \( \bar{p} \) of Section 3.4.

Both the guide and the unified construction are primal/dual agnostic, except for some minor technical differences when linking to either a bi-2 or a bi-3 surface. Proposition 1 collects the properties established in the preceding subsections.

**Proposition 1.** (i) For \( d \in \{2, 3\} \) the transition ring \( r^0 \) is internally \( C^{d-1} \) and joins \( C^{d-1} \) to the surrounding \( C^{d-1} \) spline and \( C^2 \) with the main body. (ii) The rings \( r^r, r > 0 \) of the main body are internally \( C^2 \) and can be joined \( C^1 \) or \( C^2 \), as preferred. (iii) The central cap is internally \( G^1 \) and joins \( C^1 \) with the last ring.

4.6. Implementation

The algorithm’s steps 4.1–4.5 are implemented as the multiplication of the control net nodes by (a sequence of) pre-calculated matrices. Due to construction symmetry, by cyclically permuting the net, formulas are only needed for one sector. The number of input nodes \( N \) is \( 6n + 1 \) if \( d = 3 \) and \( 4n \) if \( d = 2 \). Therefore the construction of the \( \{4\} = 21 \) BB-coefficients of one sector of \( g \) can be implemented as a multiplication by a matrix of size \( 21 \times N \), precomputed, for the most common \( n = 3, 5, 6, 7, 8 \). Contracting the \( g \) then maps a sector to a refined copy by a matrix representing de Casteljau’s algorithm applied twice.

Again taking advantage of the structural symmetry, the BB-coefficients of the L-shaped tensor-border \( H^4(g^{x+1} \circ \tilde{\chi}_{\sigma_r}) \) without \( C^2 \) correction can be computed by multiplication with a pre-calculated matrix \( M(n, \sigma_r) \) that maps the 21 BB-coefficients of the polynomial \( g \) to the 21 BB-coefficients of the L-shaped bi-4 tensor-border (cf. Fig. 5 c).

Finally, the BB-nets of the four pieces of the tiny cap are linearly computed from the reparameterized BB-net of \( g \) and have \( 5 \times 5 = 25 \) BB-coefficients each. The size and purpose of the matrices are summarized in Table 1.

<table>
<thead>
<tr>
<th>map</th>
<th>separately for each</th>
<th>size of matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g )</td>
<td>( n )</td>
<td>( 21 \times N )</td>
</tr>
<tr>
<td>( g \rightarrow g</td>
<td><em>{\lambda</em>{r, D}} )</td>
<td>( n )</td>
</tr>
<tr>
<td>L-shape*</td>
<td>( n, \sigma^r )</td>
<td>( 21 \times 21 )</td>
</tr>
<tr>
<td>tiny cap</td>
<td>4 pieces</td>
<td>25 \times 21</td>
</tr>
</tbody>
</table>

Table 1: Matrices for efficient implementation.

5. Examples and Choices

To compare the surfaces for primal and dual input, we choose a \( \overline{\text{CC}} \)-net for \( \delta = 3 \) and its CC-subnet as \( Q \)-net for \( \delta = 2 \); see Fig. 3. Regular bi-2 or bi-3 spline patches are green and the tiny cap red. The main body is generated by the same algorithm and is by default \( C^1 \). For \( \delta = 3 \) and \( n > 4 \), we compare \( g \) to two alternative options denoted as \( \bar{g} \) and \( \tilde{g} \). The guide \( \tilde{g} \) omits the Catmull-Clark refinement step before creating \( p \) (but contracts once \( \tilde{g} \leftarrow \tilde{g}|_{\lambda_{2, D}} \) just like \( g \) for \( n = 3 \)). The option \( \tilde{g} \) first applies an extra Catmull-Clark refinement step and then replicates \( \tilde{g} \), creating an additional regular bi-3 ring in the process. Comparison will justify the default choice \( g \).

The convex net Fig. 14 for \( n = 3 \) and speed sequence \( (\frac{3}{4}, \frac{7}{8}) \) yields one transition ring, two main body rings and a tiny cap. Despite the very fast contraction, no shape artifacts are observed, so that this speed sequence is selected as the default for \( n = 3 \). Fig. 15 shows a plane with one of its \( n = 6 \) sectors translated up. Such perturbed primitive shapes are challenging since minute oscillations can be noticed. Fig. 15 c,d display the default construction with speed sequence \( (\frac{3}{4}, \frac{7}{8}) \). Fig. 15 e reveals an oscillation in the transition (see ↑) when selecting the \( \tilde{g} \) option; for \( \tilde{g} \) no oscillation is visible, see Fig. 15 f.

However the next input net demonstrates that \( \tilde{g} \), too, fails as a guide for high quality surfaces. The convex \( n = 6 \) input net of Fig. 16 is close to parabolic. Now \( g \) (Fig. 16 c) is better but \( \tilde{g} \) (Fig. 16 d) is worse than the default
Figure 14: Convex shape test for $n := 3$: input net, surface layout, highlight lines. Speed sequence: $(\frac{3}{4}, \frac{1}{4})$.

(Fig. 16 b). The differences are caused by 'first step subdivision artifacts' [ADS11] whose progression generates ripples in any Catmull-Clark surface. Zooming in on the last guided ring and the tiny cap, the default construction with speed sequence $(\frac{3}{4}, \frac{1}{4})$ and $C^1$, respectively $C^2$ main bodies in Fig. 16 f is juxtaposed with the superior outcomes of the sequence $(\frac{3}{4}, \frac{1}{4}, \frac{1}{4})$ in Fig. 16 g. We note that for both sequences, the $C^1$ version has straighter highlight lines, hence a more desirable highlight line distribution than the $C^2$ version! This surprising fact holds up over numerous other test inputs. In Fig. 16 i, for $d = 2$, the clearly visible transition from the regular ring to the multi-sided surface is due to the sharp transitions between the regular bi-2 patches, i.e. not caused by the unified construction. An alternative, shown in Fig. 16 j, is discussed in Section 6.1.

Figure 15: The input net is a plane with one of $n = 6$ sectors translated up – for speed sequence $(\frac{3}{4}, \frac{1}{4})$. 
Fig. 16: Convex net, $n = 6$. top, middle: $d = 3$, bottom: $d = 2$. (f,g): BB-nets are overlaid on the highlight lines.

Fig. 17 shows a smooth blend of $n = 7$ planes. The speed sequence $\left(\frac{3}{4}, \frac{3}{4}, \frac{3}{4}\right)$ yields high quality in Fig. 17 b, whereas Catmull-Clark subdivision exhibits the typical pinching of the highlight lines near the extraordinary point, see Fig. 17 c,f. Fig. 17 d shows the intermediate guide $p$ in red, with overlaid BB-net. The guide is only $C^0$-connected to the outer bi-3 surface. While the shape reflects the design intent, the $\uparrow$ points to a kink in the highlight lines between the sectors and $\downarrow$ in the transition from regular bi-3 ring to $p$. By contrast, the same zoom in Fig. 17 e on the default unified surface Fig. 17 b reveals no artifacts. The zoom in Fig. 17 f on the Catmull-Clark surface Fig. 17 c emphasizes the artifacts already visible in the large. For $d = 2$, the default construction Fig. 17 h is contrasted with Doo-Sabin subdivision, Fig. 17 i, and Augmented Bi-2 subdivision [KP15b], Fig. 17 j. Augmented Bi-2 subdivision has weaker oscillations in the highlight lines than Doo-Sabin subdivision, but stronger ones than the default construction.

Fig. 18 zooms in on the tiny cap and the last ring(s) for input of valence $n = 10$. This and other high valence examples show that very high speed $\sigma_r := \frac{7}{8}$ reduces the surface quality while speed sequences with $\sigma_r := \frac{3}{4}$ yield acceptable highlight lines.

6. Discussion

6.1. Guide selection

For $d = 3$, $g$ can be constructed directly from the input Hermite data. But for $d = 2$, direct initialization – via the characteristic tensor-border of Catmull-Clark subdivision or Augmented Bi-2 subdivision – fails to produce convex surfaces where expected, see oscillations in Fig. 16 j. While this negative outcome does not preclude the existence of a simpler initialization for $d = 2$, it would imply separate treatment of bi-2 and bi-3 scenarios.

The guide in [KP19] can also be considered two-stage, e.g. akin to using first $p$ and then $g$, since it leverages an earlier $G$-spline construction [KP15a]. However, the surface is $bi$-5, more complex and requires larger pre-calculated matrices with 36 bi-5 BB-coefficients in place of 21 for our construction of total degree 5 (see Table 1). One can also consider [MM18] as a guide. However, [MM18] requires strong separation of irregular nodes and so does not allow tight configurations as in Fig. 20 e, below. (Separating irregular nodes by additional Catmull-Clark steps also typically reintroduces shape artifacts.) Moreover, the layout of the contracting rings in [MM18] is, as for any
curvature-bounded bi-3 subdivision scheme, more complex than for Catmull-Clark, without offering rapid contraction as our construction does. In principle, any construction of good shape can serve as guide. The challenge is to carefully sample the shape to avoid distortion. Sampling location and footprint, and placement in the final construction are key to good outcomes.

6.2. Tight configurations

Refinement accommodates tight configurations: the input mesh Fig. 19 a has no 4-sided facet. A single dual refinement (here Doo-Sabin) yields a net with overlapping DS-nets so that no bi-2 patch separates the bi-4 caps. But even a single Doo-Sabin step harms the resulting shape. Augmented Bi-2 subdivision [KP15b] achieves the same separation but improves the shape to the point that already the map $p$ itself can serve as a final surface for some applications Fig. 19 c,e,f.

Fig. 20 a displays a quad mesh of genus 2 with 8 irregular nodes of valence 5, namely the vertices of the cube that connects two tori. Unlike the preceding examples, the irregular nodes are surrounded by only a single layer of quads, fewer than in a Q-net. In the primal (bi-3) setup the irregular nodes must be separated. One Catmull-Clark refinement is applied to Fig. 20 a to obtain Fig. 20 e. Unlike the preceding examples, the irregular nodes of this primal mesh are surrounded by only a CC-net, not by a $\overline{CC}$-net. In both cases the speed sequence is chosen to be $(\frac{3}{4}, \frac{7}{8})$ and
the main body is $C^1$. Interrogation by highlight lines confirms that both primal and dual multi-sided surfaces are of high quality as in the earlier isolated examples. And while the primal construction yields good shape everywhere, quality problems in the dual construction can arise stemming from artifacts in the regular bi-2 splines that travel into the transition from the bi-2 to the multi-sided surface.

To illustrate how refined modeling can leverage the parametrically smooth transitions, Fig. 20(d) illustrates localized embossing of the multi-sided surface Fig. 20(b). The groove in Fig. 20(h), along the transition rings and the regular bi-3 spline of surface Fig. 20(f), is a $C^2$ feature.

6.3. Concluding Remarks and Limitations

The presented construction unifies the treatment of multi-sided facets within a complex of ‘primal’, bicubic $C^2$-spline, respectively ‘dual’, biquadratic $C^1$-spline surfaces. A key ingredient is a proto-map for a primal-dual agnostic guide. The $n$-sided rings naturally support refinement, that can be use for design, see Fig. 20(d,h), as well as for isogeometric analysis. [GP15] The structural similarity of the main body to the contracting rings of Catmull-Clark subdivision implies that the geometric modelling approach of [TAF16] can be applied. And while we can freely choose the main body to be $C^2$, the examples of Section 5 (see also [KP19]) show the quality of the simpler surfaces with $C^1$ bi-4 main body are superior to those with $C^2$ bi-4 main body.
When the surrounding surface is bi-2, the surface degree can be reduced from bi-4 to bi-3. However numerous trials confirmed that satisfactory highlight line distributions then require a far more complex patch-layout of the multi-sided surfaces. [KP19] The unified construction can be extended to DS-nets in a $C^2$ bi-3 surface – but this requires a number of additional non-trivial tools beyond the scope of this paper.
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