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Abstract—This paper addresses the problem of utility maximization of multicast sessions with multiple trees over static infrastructure networks. The utility functions are general concave functions. Inspired by the derivation of the unicast backpressure algorithms, we introduce a problem formulation with tree-flow conservation constraints and derive a multicast backpressure algorithm. The algorithm is much more distributed and local than previous algorithms. We provide a rigorous analysis of the performance including the primal optimality and the bound on real queue sizes using the Lyapunov optimization technique and the convex optimization techniques together.

I. INTRODUCTION

Massive content distribution has become one of the most important applications on the Internet. One important class of content distribution technique is swarming. In a swarming session, a file is broken into many chunks at the source node, which are then distributed to the receivers through various paths. Despite its origin in the end-system-based peer-to-peer community, swarming is also attractive for content distribution services over infrastructure networks provided by network or service providers. For those services, infrastructure nodes are strategically placed by the providers and are well managed and relatively static. In this setting, it has been shown that it is beneficial to view swarming as distribution over multiple multicast trees [1], [2]. This view allows us to focus on a formal approach based on optimization theory to develop optimal solutions systematically.

In this paper, we study the problem of utility maximization of multicast sessions with multiple trees. We suppose that each session has an infinite data backlog in its source and is given a small number of trees over which its data is divided and then distributed to its receivers. The objective is to maximize the sum of session utilities which are functions of their admitted rates. We assume that the utility functions are general concave functions, which can reflect various fairness criteria among sessions. The major constraints are link capacity constraints. Then, our problem is to find the optimal tree rate allocation while the queues in the network remain finite.

Our contributions are as follows. First, we present a backpressure algorithm for the utility maximization problem of multi-tree multicast. Backpressure algorithms are desirable since they are distributed and local: There is no global exchange of control messages. Various forms of backpressure algorithms for the unicast network flow problems have been introduced [3]–[9]. However, applying the backpressure approach to multicast problems is not straightforward. Most backpressure algorithms for unicast are derived by relaxing the flow conservation constraints in the static optimization formulation (see [6], [9], [10] for representative examples), whereas it is not obvious what constraints represent such flow conservation in multicast problems. To circumvent the difficulty, we introduce a problem formulation with tree-flow conservation constraints, by which we mean that the amount of flow on a link on a tree should be no less than the amount of flow on its parent link with respect to the tree. Then, we present a subgradient algorithm by relaxing the tree-flow conservation constraints. The algorithm is more local than earlier multicast algorithms in [1], [2], [11], [12]. The control is distributed over the network components and the communication overhead is low since each node only needs to know the queue sizes at itself and at its neighboring nodes.

Second, we show how to analyze the optimality and the network stability of the subgradient algorithm under a general concave objective function. It is hard to simply apply the convex optimization techniques for subgradient algorithms to show the primal optimality of our algorithm. This is mainly due to the assumption of general concavity rather than strict concavity on the utility functions. The result is the lack of a continuous map from the dual to the primal variables, which is crucial to prove primal convergence as described in [13], [14]. Even though the dual variables converge, the primal variables oscillate. Instead, we show the primal optimality of the algorithm in the long-time average sense using the Lyapunov optimization technique in [7], [9]. However, we still need to use the convex optimization techniques in [14], [15] to prove the dual optimality. Since the subgradient algorithm uses virtual queues, we can only show the boundedness of long-time average virtual queue backlogs with the Lyapunov technique, which is not enough to show network stability. We use the result on the dual optimality to show the real queue backlogs are bounded. The two sets of analytical techniques complement each other in our analysis.

The use of the optimization approach on multicast problems has been reported in [1], [2], [11], [12], [16]–[18]. Most of them, except [16], [18], require global exchange of control messages. In the algorithms, source nodes and links belonging to the same session need to exchange their session rates and link prices. In [11], [16], [18], the authors consider multi-rate multicast problems with a single fixed multicast tree for each session. In [1], [17], special objectives are considered such as maximizing throughput or minimizing network congestion. The authors of [12] assume that the network bottlenecks are at the nodes’ uplink capacities
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whereas we assume that the bottlenecks can be anywhere in the network. In [1], [2], although an optimal set of trees with an optimal rate allocation are found among all possible trees, the algorithms are less local and the computation requirements at each iteration are much heavier than the proposed algorithm. In [18], a similar problem formulation to ours is introduced; but the algorithms are different. The algorithm in [18] uses real queue updates whereas ours uses virtual queue updates. However, our algorithm has stronger results on the real queue boundedness.

The remaining paper is organized as follows. Section II describes the network model and problem formulation. In Section III, we present the backpressure algorithm. In Section IV, we show that our algorithm achieves an optimal solution and the virtual queues are bounded in the long-time average sense. We provide stronger results on queue boundedness in Section V. The concluding remarks are in Section VI.

II. PROBLEM DESCRIPTION

A. Network Model

Consider a network which is represented by a directed, edge-capacitated graph $G = (V, E)$, where $V$ is the set of nodes and $E$ is the set of directed links. Each link $e$ in $E$ has a finite capacity $c_e > 0$. Let $c_{max} \overset{def}{=} \max_{e \in E} c_e$ be the maximum link capacity over all links. Let $S$ be the set of all multicast sessions in the network and $|S|$ be the number of sessions. Each session is associated with a source and a set of destinations, which is a subset of $V$.

Each session $s$ is given a set of trees $T_s$ that it uses for data transmission. Let $|T_s|$ be the number of trees in $T_s$. Let $T$ be the union of $T_s$. Note that if $t_1 \in T_{s_1}$ and $t_2 \in T_{s_2}$ have the same topology, we regard them as different trees. Let $E_t$ be the set of links on tree $t$. Denote $b(e)$ and $d(e)$ to be the transmitting (tail) node and the receiving (head) node of link $e$, respectively. Let $V_t$ be the set of transmitting nodes $b(e)$ for all $e \in E_t$. $V_t$ represents the set of nodes on tree $t$ which are not leaves. Let $o(t)$ be the root node of tree $t$. Let $p(t, e)$ be the parent link of link $e$ on tree $t$. Let $\Omega(t, n)$ be the set of child links at node $n$ on tree $t$. Let $x_s$ be the admitted rate for session $s$, and $y^n_t$ be the admitted rate at node $n$ on tree $t$. We assume that each source has an infinite backlog of data. Let $Q^n_e$ be the real queue size at link $e$ for tree $t$.

B. Problem Formulation

Denote $(a_i)$ to be the vector with entries $a_i$. Let $x$, $y$ and $r$ be the vectors $(x_s)_{s \in S}$, $(y^n_t)_{t \in T, n \in V_t}$, and $(r^n_t)_{t \in T, e \in E_t}$, respectively. The notation such as $(a_i)_{i \in T}$ means repeating the value $a$ in all entries of the vector. Denote $1$ to be the vector whose entries are all 1’s.

Let $\bar{x}_s(k)$ and $\bar{x}_s$ be the time average of the admitted traffic rate for session $s$ up to time $k$ and its limit, respectively.

\[ \bar{x}_s(k) \triangleq \frac{1}{k} \sum_{\kappa=0}^{k-1} x_s(\kappa), \quad \bar{x}_s \triangleq \lim_{k \to \infty} \bar{x}_s(k). \]

We define $\bar{y}^t_n(k)$, $\bar{y}^t_n$, $\bar{r}^t_n(k)$ and $\bar{r}^t_n$ similarly.

Our problem $P$ is as follows.

\[
\begin{align*}
\text{P} & : \max_{s \in S} \sum_{s \in S} U_s(\bar{x}_s) \\
\text{s.t.} \quad & \bar{r}^t_n - \bar{p}(t, e) - \bar{y}^t_n(e) \geq 0, \quad \forall t \in T, \forall e \in E_t, \quad (1) \\
& \sum_{t \in T} \bar{y}^t_n(o(t)) = \bar{x}_s, \quad \forall s \in S, \quad (2) \\
& \sum_{t \in T} \bar{r}^t_n(e) \leq c_e, \quad \forall e \in E, \quad (3) \\
& 0 \leq \bar{x}_s \leq X_{max}, \quad \forall s \in S, \quad (4) \\
& \bar{y}^t_n \geq 0, \quad \forall t \in T, \forall n \in V_t, \quad (5) \\
& \bar{r}^t_n \geq 0, \quad \forall t \in T, \forall e \in E_t. \quad (6)
\end{align*}
\]

The constraints in (1) imply that for every tree $t$, the allocated link rate on a link $e$ on the tree should be no less than the sum of the link rate of its parent link $p(t, e)$ and the exogenous arrival to the tail node $b(e)$. It can be considered as a relaxed form of the flow conservation constraints for trees. We assume that $\bar{r}^t_n(e) \geq 0$ if $p(t, e)$ is null. Note that the tree rate variables $\bar{y}^t_n$ for tree $t$ are defined for all non-leaf nodes $n \in V_t$. The variables $\bar{y}^t_n$ for $n \neq o(t)$ appear unnecessary because the only other constraints on them are non-negativity constraints in (5). In fact, our algorithm always assigns 0 to those variables. However, these variables are needed for performance analysis, which will become clear in Section IV.

The constraints in (2) mean that the aggregate rate transmitted by the trees for a session must be equal to the session rate. The constraints in (3) are the link capacity constraints that the sum of the transmission rates on a link cannot exceed the link capacity. In (4), we assume the session rates must be bounded by $X_{max}$ from above, where $X_{max}$ is a constant. Let $\Lambda$ be

\[ \Lambda \triangleq \{(x, y, r) | (x, y, r) \text is feasible to problem P.} \]

We have the following assumption on $\Lambda$.

**Assumption 1:** There exists a feasible solution of $P$ such that the constraints in (1) hold with strict inequality. It is highly probable that the above assumption is valid in real networks and it is used for showing the dual optimality of our algorithm.

We also define the sets $\Lambda_{(x, y)}$ and $\Lambda_r$ as follows, respectively.

\[ \Lambda_{(x, y)} \triangleq \{(x, y) | (x, y) \text satisfies the constraints in (2), (4) and (5)} \}

\[ \Lambda_r \triangleq \{r | r \text satisfies the constraints in (3) and (6)} \}

These notations will be used to simplify later expressions.

We have the following assumptions on the utility function $U_s(x_s)$. 

Assumption 2: \( U_s \) is a concave function. \( U_s \) is continuous and differentiable. The derivative of \( U_s \) is bounded on \([0, X_{\text{max}}]\).

Note that \( U_s \) is a somewhat general concave function. It could be linear or non-strictly concave. We do not even assume that it is monotonically increasing. Under this assumption, which is more general than that in [6], [14], we do not have a continuous map from the dual variables to the primal variables in the subgradient algorithm. Such continuity is available in [6], [14] and is used to prove the primal optimality. The assumption also implies that \( U_s \) is bounded on \([0, X_{\text{max}}]\).

### III. BACKPRESSURE ALGORITHM

Let \([-\infty, 0] \) and \([0, \infty[ \) denote the projection onto the non-negative domain and the interval of \([a, b], \) respectively. Let \( \gamma_e^t \) be the non-negative Lagrange multipliers associated with the constraints in (1). Let \( \gamma \) be the vector \((\gamma_e^t)_{t\in T, e\in E_t}\). From problem \( P \), we relax the constraints in (1) and write the Lagrangian as follows.

\[
L(x, y, r; \gamma) = \sum_{s\in S} U_s(x_s) + \sum_{t\in T} \left( \sum_{e\in E_t} \sum_{e'\in \Omega(t, e)} \gamma_e^t (r_e^t - r_{p(t,e)}^t) - y_{b(e)}^t \right) \\
= \sum_{s\in S} \left( U_s(x_s) - \sum_{t\in T_s} y_{o(t)}^t \sum_{e\in \Omega(t, o(t))} \gamma_e^t \right) \\
- \sum_{s\in S} \sum_{t\in T_s \cap e\in E_t} y_{b(e)}^t \gamma_e^t \\
+ \sum_{e\in E_t \cap t\in T_s} \left( \sum_{e'\in \Omega(t, e)} r_e^t (\gamma_e^t - \sum_{e''\in \Omega(t, e'')} \gamma_e''^t) \right).
\]

The last equality holds because, for all \( t \),

\[
\sum_{e\in E_t} y_{b(e)}^t \gamma_e^t = \sum_{e\in \Omega(t, o(t))} y_{b(e)}^t \gamma_e^t + \sum_{e\in E_t \cap e\in \Omega(t, o(t))} y_{b(e)}^t \gamma_e^t,
\]

where \( b(e) = o(t) \) for \( e \in \Omega(t, o(t)) \).

Then, the dual function is given by

\[
D(\gamma) = \max_{(x,y)\in \mathcal{A}_{x,y}} \min_{r\in \mathcal{A}_r} L(x, y, r; \gamma) \\
= \max_{(x,y)\in \mathcal{A}_{x,y}} \sum_{s\in S} \left( U_s(x_s) - \sum_{t\in T_s} y_{o(t)}^t \sum_{e\in \Omega(t, o(t))} \gamma_e^t \right) \\
+ \max_{(x,y)\in \mathcal{A}_{x,y}} \sum_{s\in S} \left( - \sum_{t\in T_s \cap e\in E_t} y_{b(e)}^t \gamma_e^t \right) \\
+ \max_{r\in \mathcal{A}_r} \sum_{s\in S} \sum_{t\in T_s \cap e\in E_t} \left( \sum_{e'\in \Omega(t, e)} r_e^t (\gamma_e^t - \sum_{e''\in \Omega(t, e'')} \gamma_e''^t) \right) \\
= \max_{(x,y)\in \mathcal{A}_{x,y}} \sum_{s\in S} \left( U_s(x_s) - \sum_{t\in T_s} y_{o(t)}^t \sum_{e\in \Omega(t, o(t))} \gamma_e^t \right) \\
+ \max_{r\in \mathcal{A}_r} \sum_{s\in S} \sum_{t\in T_s \cap e\in E_t} \left( \sum_{e'\in \Omega(t, e)} r_e^t (\gamma_e^t - \sum_{e''\in \Omega(t, e'')} \gamma_e''^t) \right),
\]

where the second equality holds because the constraints of the maximization can be separated over the three terms, and the last equality holds because the maximum of the second term in (7) is always zero. Then, the dual problem is as follows.

\[
\min D(\gamma) \\
\text{s.t. } \gamma_e^t \geq 0, \quad \forall t \in T, \forall e \in E_t.
\]

Following the standard subgradient method [15], we have a subgradient algorithm as follows.

\[
(x(k), y(k), r(k)) = \arg \max_{(x,y)\in \mathcal{A}_{x,y}, r\in \mathcal{A}_r} L(x, y, r; \gamma(k)), \\
\gamma_e^t(k+1) = [\gamma_e^t(k) - \delta (r_e^t(k) - r_{p(t,e)}^t(k) - y_{b(e)}^t(k))]^+, \\
\forall t \in T, \forall e \in E_t,
\]

where \( \delta > 0 \) is a step size.

Let \( q_e^t(k) = (1/\delta) \gamma_e^t(k) \), which represents a virtual queue size at link \( e \) for tree \( t \) at time slot \( k \). Let \( q(k) \) be the vector \((q_e^t(k))_{t\in T, e\in E_t}\). Then, we can rewrite the algorithm as follows.

- **Session and tree rate control:** At each time slot \( k \), session \( s \) solves the following optimization problem and assigns an optimal solution to \( x_s(k) \) and \( y_{o(t)}^t(k) \) for \( t \in T_s \).

\[
\max \frac{1}{\delta} U_s(x_s) - \sum_{t\in T_s} y_{o(t)}^t \sum_{e\in \Omega(t, o(t))} q_e^t(k) \\
\text{s.t. } \sum_{t\in T_s} y_{o(t)}^t = x_s, \\
0 \leq x_s \leq X_{\text{max}}, \\
y_{o(t)}^t \geq 0, \quad \forall t \in T_s.
\]

- **Link scheduling:** At each time slot \( k \), each link \( e \) solves the following optimization problem and assigns an optimal solution to \( r_e^t(k) \) for trees \( t \) such that \( e \in E_t \).

\[
\max \sum_{t\in E_t} r_e^t (q_e^t(k) - \sum_{e'\in \Omega(t, d(e))} q_e^t(k)) \\
\text{s.t. } \sum_{t\in E_t} r_e^t \leq c_e, \\
r_e^t \geq 0, \quad \forall t : e \in E_t.
\]

- **Virtual queue update:** At each time slot \( k \), each link \( e \) updates the virtual queues for trees \( t \) such that \( e \in E_t \) as follows:

\[
q_e^t(k+1) = [q_e^t(k) - r_e^t(k) + r_{p(t,e)}^t(k) + y_{b(e)}^t(k)]^+. 
\]

The subproblems (10) and (11) can be easily solved. First, we can solve subproblem (10) as follows. Let \( t_e^*(k) \) be a tree with the minimum total queue backlog at the source for the outgoing links on the tree:

\[
t_e^*(k) \in \arg \min_{t\in T_s} \sum_{e\in \Omega(t, o(t))} q_e^t(k).
\]

If there are more than one such trees, we pick one of them arbitrarily but deterministically. Then, we consider the
following expression:

\[
\zeta_s(x_s) \triangleq \frac{1}{\delta} U^*_s(x_s) - \sum_{e \in \Omega(E^*_s|O(t^*_s(k)))} q^*_e(k).
\]

If there exists \(x_s\) on \([0, X_{\text{max}}]\) satisfying the equality \(\zeta_s(x_s) = 0\), let \(x_s(k)\) denote it. Otherwise, we set \(x_s(k)\) as follows:

\[
x_s(k) = \begin{cases} 
X_{\text{max}}, & \text{if } \zeta_s(x_s) > 0 \text{ for all } x_s \in [0, X_{\text{max}}], \\
0, & \text{otherwise.}
\end{cases}
\]

Then, for all \(t \in T_s\), we set \(y^t_{ot}(k)\) to be

\[
y^t_{ot}(k) = \begin{cases} 
x^t_s(k), & \text{if } t = t^*_s(k), \\
0, & \text{otherwise.}
\end{cases}
\]

Note that since \(U^*_s\) may not be one-to-one, \(x_s(k)\) can oscillate over time even if \(q^*_e(k)\) stabilizes. Once source \(s\) determines its session rate \(x_s(k)\) and tree \(t^*_s(k)\), it pushes \(x_s(k)\) amount of data from its reservoir to the outgoing links at the root of the selected tree. To summarize, source \(s\) selects only one tree that has the minimum total queue backlog at the source for the outgoing links on the tree. Then, it sends \(x_s(k)\) amount of data onto the selected tree.

Subproblem (11) can be solved as follows. First, each link \(e\) finds the tree with the maximum differential backlog,

\[
\beta^*_e(k) \triangleq \max_{t \in E} \left\{ q^*_e(k) - \sum_{e' \in \Omega(t, d(e))} q^*_{e'}(k) \right\}. \tag{13}
\]

If \(\beta^*_e(k) \geq 0\), then let \(r^*_e(k)\) be the tree that solves (13) with tie broken deterministically. If \(\beta^*_e(k) < 0\), then we set \(r^*_e(k)\) to be null. Next, link \(e\) assigns \(r^*_e(k)\) for each tree \(t\) on link \(e\) as follows:

\[
r^*_e(k) = \begin{cases} 
c^e, & \text{if } t = r^*_e(k), \\
0, & \text{otherwise.}
\end{cases}
\]

If \(r^*_e(k)\) is null, all \(r^*_e(k)\) at link \(e\) are assigned zero.

After link \(e\) determines the tree \(r^*_e(k)\) which uses the link capacity exclusively, the tail node of the link transmits \(c^e\) amount of data if it has sufficient data in the (real) queue. Otherwise, it transmits only the data in the queue and does not use the remaining link capacity. Then, the receiving node duplicates the received data into the queues of the child links of link \(e\) on the tree.

It is not difficult to check that at each time slot \(k\), the above algorithm finds a solution that maximizes the Lagrangian \(L\) given the dual variables \(\delta q(k)\). This property is important in the later performance analysis.

The parameter \(\delta\) can be used to adjust the performance bound. Rewriting the algorithm from (8)-(9) into (10)-(12) has the benefit that only the sources need to adjust \(\delta\) if the performance bound needs to be changed.

In a real implementation, each source node performs the session and tree rate allocation and each node performs the link scheduling and virtual queue updates for its outgoing links. They exchange the virtual queue length of their outgoing links with their neighbors at each time slot. Furthermore, since the total number of trees is reasonably small, each node can keep the tree topology information. Therefore, each packet only needs to carry its tree identifier.

IV. LONG-TIME AVERAGE PERFORMANCE ANALYSIS

We show in this section that with the algorithm (10)-(12), the achieved utility can be arbitrarily close to the optimum and the virtual queue sizes are bounded in the long-time average sense. The analysis follows the Lyapunov optimization technique in [7], [9].

Define \(\mathcal{Y}\) to be

\[
\mathcal{Y} \triangleq \{ y | \exists (x, r) \text{ such that } (x, y, r) \text{ is feasible to } \mathcal{P}_t \}.
\]

Let \(Y\) be the largest admitted rate on \(y^n_t\) such that the vector \(y_{sym} \triangleq (Y)_{t \in T, n \in V_t}\), whose entries are all \(Y\)’s, is in \(\mathcal{Y}\). That is, \(y_{sym}\) is obtained by pushing the same rates as much as possible not only into the root nodes of the trees but also into all other non-leaf nodes of the trees.

We consider the following \(\epsilon\)-tightened problem \(\mathcal{P}_t(\epsilon)\):

\[
\mathcal{P}_t(\epsilon) : \max \sum_{s \in S} U_s(\bar{x}_s)
\]

s.t. \(\bar{r}^t_e - \bar{r}^t_{p(t,e)} - \bar{y}^t_{d(e)} \geq \epsilon, \forall t \in T, \forall e \in E_t, \)

and the constraints (2) - (6).

where \(0 < \epsilon < Y\). Problem \(\mathcal{P}_t(\epsilon)\) is well defined for all \(\epsilon\) such that \(0 < \epsilon < Y\). Since \(y_{sym}\) is in \(\mathcal{Y}\), \((Y - \epsilon)_{t \in T, n \in V_t}\) is a part of a feasible solution to problem \(\mathcal{P}_t(\epsilon)\). Therefore, we can always find a feasible solution for all \(\epsilon\) such that \(0 < \epsilon < Y\).

The above problem formulation is obtained by tightening the constraints in (1) of problem \(\mathcal{P}\). Such tightening can be considered as, for every tree, pushing additional \(\epsilon\) flow into every non-leaf node on the tree.

Define \(\Lambda(\epsilon)\) and \(\mathcal{Y}(\epsilon)\) to be

\[
\Lambda(\epsilon) \triangleq \{ (x, y, r) | (x, y, r) \text{ is feasible to } \mathcal{P}_t(\epsilon) \},
\]

\[
\mathcal{Y}(\epsilon) \triangleq \{ y | \exists (x, r) \text{ such that } (x, y, r) \text{ is feasible to } \mathcal{P}_t(\epsilon) \}
\]

respectively, where \(0 < \epsilon < Y\). It is easy to see that \(\Lambda(\epsilon)\) and \(\mathcal{Y}(\epsilon)\) are subsets of \(\Lambda\) and \(\mathcal{Y}\), respectively. That is, any feasible solution of problem \(\mathcal{P}_t(\epsilon)\) is feasible to problem \(\mathcal{P}\).

Let \((x^*, y^*, r^*)\) and \((x^\epsilon, y^\epsilon, r^\epsilon)\) be some optimal solutions of problem \(\mathcal{P}\) and \(\mathcal{P}(\epsilon)\), respectively. Note that \((x^\epsilon, y^\epsilon, r^\epsilon)\) is feasible to problem \(\mathcal{P}\).

Remark: The optimal solution of the \(\epsilon\)-tightened problem is used in the analysis. To get a proper performance bound, it is important to decide which constraints are tightened. Here, we tighten the constraints that were relaxed when we derived the algorithm. It allows us to easily associate \(\epsilon\) with each of the virtual queues, which is crucial to get the virtual queue size bound.

Define \(U_{\text{max}}\) to be \(\sum_{s \in S} \max_{0 \leq x_s \leq X_{\text{max}}} U_s(x_s)\). Note that \(U_{\text{max}}\) is well defined. Let \(f^\epsilon\) and \(f^\epsilon(\epsilon)\) be the optimal objective values of problem \(\mathcal{P}\) and \(\mathcal{P}(\epsilon)\), respectively. Then, we have the following lemma.

**Lemma 1:**

\[
f^\epsilon(\epsilon) \to f^\epsilon, \text{ as } \epsilon \to 0.
\]
Proof: The proof is omitted for brevity.

Let \( \sum_{s,t,e} \) be the abbreviated notation of \( \sum_{s \in S} \sum_{t \in T_e} \sum_{e \in E_t} \). Define the Lyapunov function \( V(k) \) and the Lyapunov drift \( \Delta(k) \) as follows:

\[
V(k) \triangleq \sum_{s,t,e} (q^e_s(k))^2, \quad \Delta(k) \triangleq V(k + 1) - V(k).
\]

Then, we can get a bound for the Lyapunov drift as follows.

Lemma 2: For any finite \( \delta > 0 \) and \( 0 < \epsilon < Y \), there exists a constant \( B \) such that for all time slots \( t \) and all virtual queue sizes \( q(k) \), the Lyapunov drift satisfies

\[
\Delta(k) - \frac{2}{\delta} \sum_{s \in S} U_s(x_s(k)) \leq B - \frac{2}{\delta} f^*(\epsilon) - 2\epsilon \sum_{s,t,e} q^e_s(k).
\]

Proof: By squaring (12) and followed by simple manipulation, we have

\[
(q^e_s(k + 1) - (q^e_s(k))^2) \\
\leq (r^e_s(k) - r^e_{p(t,e)}(k) - y_{b(e)}(k))^2 \\
- 2q^e_s(k)(r^e_s(k) - r^e_{p(t,e)}(k) - y_{b(e)}(k)).
\]

Summing the inequality over all \( t \in T \) and all \( e \in E_t \), and adding the term \( -(2/\delta) \sum_{s \in S} U_s(x_s(k)) \) to both sides, we have

\[
\Delta(k) - \frac{2}{\delta} \sum_{s \in S} U_s(x_s(k)) \\
\leq B - \frac{2}{\delta} \sum_{s \in S} \left( U_s(x_s(k)) - \sum_{t \in T_e} \sum_{e \in E_t} y^e_s(k)q^e_s(k) \right) \\
- 2\epsilon \sum_{s,t,e} q^e_s(k)(r^e_s(k) - r^e_{p(t,e)}(k)),
\]

where \( B \triangleq \sum_{s,t,e} (c_{max} + X_{max})^2 \).

Since the algorithm (10)-(11) greedily minimizes the right hand side of (15), and \( (x^*(e), y^*(e), r^*(e)) \) is feasible to problem \( P \) and \( P(e) \), after a few simple manipulations, we get (14).

Using the above lemma, we can derive the following theorem.

Theorem 3: For any parameter \( \delta > 0 \), the algorithm (10)-(12) satisfies the following performance bounds.

\[
\liminf_{k \to \infty} \sum_{s \in S} U_s(x_s(k)) \geq f^* - \frac{B \delta}{2}, \tag{16}
\]

\[
\limsup_{k \to \infty} \frac{1}{k} \sum_{k=0}^{k-1} \sum_{s,t,e} q^e_s(k) \leq \frac{B + 2U_{max}/\delta}{2Y}. \tag{17}
\]

Proof: For brevity, we only give a sketch of the proof. From (14), summing the inequality over \( k \in \{0, 1, ..., K-1\} \), we get

\[
V(K) - V(0) - \frac{2}{\delta} \sum_{k=0}^{K-1} \sum_{s \in S} U_s(x_s(k)) \\
\leq BK - \frac{2K}{\delta} f^*(\epsilon) - 2\epsilon \sum_{k=0}^{K-1} \sum_{s,t,e} q^e_s(k). \tag{18}
\]

Using the fact that removing the terms \( V(K) \) and \( -2\epsilon \sum_{k=0}^{K-1} \sum_{s,t,e} q^e_s(k) \) preserves the inequality, rearranging (18), and taking the liminf as \( K \to \infty \), we get

\[
\liminf_{k \to \infty} \frac{1}{K} \sum_{k=0}^{K-1} \sum_{s \in S} U_s(x_s(k)) \geq f^*(\epsilon) - \frac{\delta B}{2}.
\]

Using Jensen’s inequality and letting \( \epsilon = 0 \), we get (16).

On the other hand, from (18), using the definition of \( U_{max} \) and the fact that removing the terms \( V(K) \) and \( -2Kf^*(\epsilon)/\delta \) preserves the inequality, rearranging (18), and taking the limsup as \( K \to \infty \), we get

\[
\limsup_{k \to \infty} \frac{1}{k} \sum_{k=0}^{k-1} \sum_{s,t,e} q^e_s(k) \leq \frac{B + 2U_{max}/\delta}{2\epsilon}.
\]

Letting \( \epsilon \to Y \), we get (17).

Theorem 3 implies that the long-time average of the solution given by the algorithm can be arbitrarily close to the optimal solution of problem \( P \) by choosing \( \delta \) to be arbitrarily small. However, the bound on the long-time average of the virtual queue sizes increases as \( \delta \) decreases. Therefore, the parameter \( \delta \) can be used as a knob to tradeoff the optimization performance and virtual queue size bounds.

Note that the boundedness of the virtual queue sizes does not imply that the algorithm stabilizes the network. To claim that, we have to show that the real queue sizes are bounded, which we will do in Section V.

V. FURTHER RESULTS ON QUEUE BOUNDEDNESS

In this section, we show stronger results on the boundedness of the queues. We show that the virtual and real queue sizes at every time slot are bounded above, respectively.

A. Dual Optimality and Boundedness of Virtual Queues

The boundedness of the virtual queues can be proven from the dual optimality of our algorithm using the convex optimization techniques in [14], [15].

Let \( J^e_f(y, r) \triangleq r^e_r(y) - r^e_{p(t,e)}(y) - y_{b(e)}(y) \) and \( J(y, r) \) be the vector \( (J^e_f(y, r))_{t \in T, e \in E_t} \). Since \( x, y \) and \( r \) are bounded, there exists a constant \( M_J < \infty \) such that

\[
M_J \geq \max_{(x,y) \in A_x(y,r), r \in A_r} ||J(y, r)||^2.
\]

Let \( \Gamma^* \triangleq \{ \gamma^* \geq 0 | D(\gamma^*) = \min_{\gamma \geq 0} D(\gamma) \} \) be the set of optimal dual solutions of problem \( P \).

Lemma 4: \( \Gamma^* \) is non-empty, closed and bounded.

Proof: The proof is omitted for brevity.

For finite \( \eta > 0 \) and \( \gamma^* \in \Gamma^* \), let \( \Gamma(\eta) \triangleq \{ \gamma \geq 0 | D(\gamma) \leq D(\gamma^*) + \eta \} \). Note that \( \Gamma(\eta) \) is bounded.

Now, we are ready to show that the scaled virtual queue vectors \( \delta q(k) \) can be arbitrarily close to \( \Gamma^* \) by choosing small enough \( \delta > 0 \). Let \( d(\gamma, \Gamma^*) \triangleq \min_{\gamma^* \in \Gamma^*} ||\gamma - \gamma^*|| \) be the distance between \( \gamma \) and the nearest optimal solution of the dual. For finite \( \eta > 0 \), let \( \xi(\eta) \triangleq \max_{\gamma \in \Gamma(\eta)} d(\gamma, \Gamma^*) + \eta \).

Lemma 5: For any \( \epsilon > 0 \), there exist \( \delta > 0 \) and a sufficiently large \( K_0 < \infty \) such that, with any finite initial feasible \( q(0) \), for all \( k \geq K_0 \), \( d(\delta q(k), \Gamma^*) < \epsilon \).
Proof: For brevity, we only give a sketch of the proof. It is similar to the proof of Proposition 5 in [14]. The vector $J(y(k), r(k))$ is a subgradient of $D$ at $\delta q(k)$ (see [15], page 731). Fix $\eta > 0$ and pick $\delta$ such that $\delta \leq \min\{\eta/M_J, \eta/\sqrt{M_J}\}$. Then, there exists a time $K_0$ such that $d(\delta q(k), \Gamma^*) \leq \xi(\eta)$ for all $k \geq K_0$. Since $\xi(\eta) \to 0$ as $\eta \to 0$, by picking $\eta > 0$ sufficiently small, we have $\xi(\eta) < \epsilon$.

In the next lemma, we show that the virtual queue backlogs at every time slot are bounded above in our algorithm.

Lemma 6: For any finite $\delta > 0$, there exists a finite $M_\eta > 0$ such that, for every link $e$ and tree $t$, the virtual queue size

$$q^t_e(k) < M_\eta,$$

for all time slots $k$.

Proof: For brevity, we only give a sketch of the proof. Pick any $\gamma^* \in \Gamma^*$. Given a finite $\delta > 0$, we choose $\eta$ such that $\eta = \max\{\delta M_J, \delta \sqrt{M_J}\}$. Since $\delta \leq \min\{\eta/M_J, \eta/\sqrt{M_J}\}$, by the same argument used in Lemma 5, there exists $K_0$ such that $d(\delta q(k), \gamma^*) \leq \xi(\eta)$. Then, by the boundedness of $\Gamma^*$, $\sup_{k} \|\delta q(k)\| < \infty$. Since $\delta > 0$, $\sup_{k} \|q(k)\| < \infty$.

B. Boundedness of Real Queues

To argue that the network is stabilized with the algorithm, we need to show that the real queue sizes are bounded. In [9], [18], the authors show the stability of their algorithms by claiming that the long-time average of the real queue sizes are bounded. In this section, we show that with our algorithm, the real queue sizes at every time slot are bounded, which is a stronger result.

Let $Q^t_e(k)$ be the real queue size at link $e$ for tree $t$ at time slot $k$ and $Q(k)$ be the vector $(Q^t_e(k))_{t \in T, e \in E_t}$. The algorithm (10)-(12) satisfies the following real queue bound.

Theorem 7: There exists a finite $M_q > 0$ such that, for every link $e$ and tree $t$, the real queue size

$$Q^t_e(k) < M_q,$$

for all time slots $k$.

Proof: Let $R^t_e(k)$ be the amount of real traffic transmitted at link $e$ on tree $t$ at time slot $k$ and $R(k)$ be the vector $(R^t_e(k))_{t \in T, e \in E_t}$.

Assume that all the real and virtual queues are empty at time $k = 0$. Applying Loynes' formula, we have

$$Q^t_e(k) = \max_{0 \leq k \leq k} \sum_{u=1}^{k} (R^t_{p(t,e)}(u) + y_u^t(e)(u) - r^t_e(u))$$

$$\leq \max_{0 \leq k \leq k} \sum_{u=1}^{k} (r^t_{p(t,e)}(u) + y_u^t(e)(u) - r^t_e(u))$$

$$= q^t_e(k + 1),$$

where the inequality holds because $R^t_e(k) \leq r^t_e(k)$ for all time slots $k$.

Since by Lemma 6, $q^t_e(k) < M_q$ for all $k$, $Q^t_e(k)$ is also bounded above by $M_q$ for every $k$.

VI. Conclusion

In this paper, we have presented a backpressure algorithm for the utility maximization problem for multi-tree multicast. Compared with previous algorithms, our algorithm is not only distributed but local. It is not straightforward to show that our algorithm leads to both primal optimality and network stability due to the assumption of general concave utility functions and the fact that the algorithm relies on virtual queue updates. We have shown that two sets of analytical tools, the Lyapunov optimization technique and the convex optimization techniques, can complement each other and circumvent the difficulty.
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