
Test 1 Solutions(COT3100) Sitharam

(1) Prove that the following Absorption Law is correct. I.e, prove this is a tautology:

(¬q ∧ (p→ q) ∧ (r → p))→ ¬r

Solution. This is Modus Tollens applied twice, with transitivity of implication. Alterna-
tively, write the two implications as contrapositives and apply transitivity of implication.

(2) “If all streets are wet, then it is raining. It is sunny.” For each item below, prove or argue
why no such proof exists:
(i) No street is wet.
(ii) At least one street is dry.
Solution. Let p be ”all streets are wet”, q be ”it is rainy” (¬q be ”it is sunny”). Then we
have p → q and ¬q. Applying Modus Tollens we can derive ¬p. In english, not all streets
are wet.
(i) We cannot say that ”no street is wet (∀x x is not wet)”. The premises do not preclude
some streets being wet even if it is not raining.
(ii) Not all streets are wet means there is at least one street that is dry (¬(∀x, w(x)) ≡
∃x,¬w(x)). So this one is proven.

(3) Prove or disprove that (p → q) → (q → r) and (p → r) → (r → q) are logically
equivalent.
Solution. They are not logcially equivalent. A counter example is p = T, q = T, r = F .
(The first is F, the second T)

(4) Suppose that all variables represent people (are drawn from the universe of people) and
the following predicates and are defined as:
L(x) – x is a lawyer G(x) – x is generous
P (x) – x holds public office C(x) – x is corrupt
B(x, y) – x has borrowed money from y
If in English translate to predicate logic, with quantifiers if necessary; if in logic, translate
to English without using variables.

a) There is someone who is corrupt and has borrowed money from someone who is generous.
Solution.
∃x ∃y (x 6= y ∧ c(x) ∧B(x, y) ∧G(y))

b) Everyone who holds public office has borrowed money from a lawyer.
Solution.
∀x ∃y (P (x) =⇒ B(x, y) ∧ L(y))

c) ∃x ∀y [B(y, x) ∧ P (y)]→ C(y)
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Solution. There is a person such that every one who holds public office - and has borrowed
money from this person - is corrupt.

d) ∃x [G(x) ∧ ∀z C(z)→ B(z, x)]
Solution. There is someone who is generous and every one who is corrupt has borrowed
money from this generous person.

(5) University of Flators has fifty faculty senators. Each senator is either honest or corrupt.
Suppose you know that at least one of the senators is honest and that, given any two senators,
at least one is corrupt. Based on these facts, can you determine how many of UF’s senators
are honest and how many are corrupt? If so, what is the answer? Please provide a logical
argument.
Solution. There are 49 corrupt senators and 1 honest senator. If there were 2 (or more)
honest senators, then there would be a pair of senators that were both honest, contradicting
one of the premises. There must be at least 1 honest senator, so there is exactly 1 honest
senator.

(6) Prove or disprove:

∀e ∃d ∀x (0 < |x− a| < d→ |f(x)−L| < e)⇒ ∃e ∀x ∃d(0 < |x− a| < d→ |f(x)−L| < e)

Solution. Let P (e, d, x) = (0 < |x− a| < d→ |f(x)− L| < e).

∀e (∃d∀x P (e, d, x))→ ∃e (∃d ∀x P (e, d, x))
∃d∀x P (e, d, x)→ ∀x ∃d P (e, d, x)

∴ ∀e ∃d∀x P (e, d, x)→ ∃e ∀x ∃d P (e, d, x)

(7) ”Running is unpleasant or not many people like running. If walking is pleasant, then
running is pleasant.” Which of the following are valid conclusions and why(not)?:
Running is pleasant - P(R)
walking is pleasant - P(W)
Many people like running - MPL(R)

Premise1: ¬P (R) ∨ ¬MPL(R)
Premise2: P (W ) =⇒ P (R)

(i) Walking is unpleasant if many people like running
Solution:
MPL(R) : Premise3
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¬P (R) : Disjunctive syllogism with Premise 1
¬P (R) =⇒ ¬P (W ) : contrapositive of premise 2
hence the argument is valid

(ii) Not many people like running, if walking is unpleasant
Solution: This is the contrapositive of the above part(a). Hence it is valid.

(iii) Walking is not pleasant or running is unpleasant
Solution: This is not valid.
Negation of this statment is consistent with the Premise 1 and Premise 2.

(iv) Running is not unpleasant or walking is not pleasant.
Solution:

P(W) =⇒ P (R) : Premise2
¬P (W )orP (R) : same statement as premise 2
Hence the argument is valid.

(v) If not many people like running, the either walking is not pleasant or running is not
unpleasant.
Solution:

P(W) =⇒ P (R) : premise 2
¬P (W )orP (R) : same statement as premise 2
¬MPL(R) =⇒ TRUE
Hence the argument is valid.

(8) Use rules of inference to show that if ∀x(U(x) ∨ V (x)) and ∀x((¬U(x) ∧ V (x)→ W (x))
are true, then ∀x(¬W (x)→ U(x)) is also true, where the domains of all quantifiers are the
same.
Solution. For all x,

¬W (x)→ ¬(¬U(x) ∧ V (x)) Modus tollens
→ U(x) ∨ ¬V (x) De Morgan’s law
→ (U(x) ∨ ¬V (x)) ∧ (U(x) ∨ V (x)) Condition: U(x) ∨ V (x) is true
→ U(x) Resolution

i.e. ∀x (¬W (x)→ U(x))

(9) Determine whether these are valid arguments and explain your answer.

a) Let H(x) be “x is happy”. Given the premise ∃x H(x), we conclude that H(Lola). There-
fore Lola is happy.
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Solution: This is not a valid argument. “Given the premise ∃x H(x), we conclude that
H(Lola)” is not a valid use of existential instantiation.

b) All men are mortal. Socrates is a man. So, Socrates is mortal.

Solution: Let Man(x) be “x is a man”. Let Mortal(x) be “x is a mortal”. The first state-
ment says ∀x Man(x)→Mortal(x). The next statement says Mortal(Socrates) (universal
instantiation). The last statement concludes Mortal(Socrates). This is valid modus ponens.

∀x Man(x)→Mortal(x)
Man(Socrates)→Mortal(Socrates)
Man(Socrates)
∴ Mortal(Socrates)

c) If x is a positive integer, then x2 is a positive integer. Therefore, if a2 is positive, where
a is an integer, then a is a positive integer.

Solution. The argument is not valid. This is fallacy of affirming the conclusion, and there
is a counter example to the conclusion: let a = −1, then a2 is positive, but a is a negative
integer.

(d) If x2 = 0, where x is a real number, then x = 0. Let a be a real number with a2 = 0;
then a = 0.
Solution. The argument is valid by universal instantiation: let p(x) be x2 = 0, q(x) be
x = 0. For the domain of real numbers, ∀x (p(x)→ q(x)) implies p(a)→ q(a).

10) Five friends have access to a chat room. Is it possible to determine who is chatting if
the following information is known? Either Kevin or Heather or both are chatting. Either
Randy or Vijay but not both are chatting. If Abby is chatting, then so is Randy. Vijay and
Kevin are either both chatting or neither is. If Heather is chatting, then so are Abby and
Kevin. Explain your reasoning.
Solution: This information is enough to determine the entire system. Let each letter stand
for the statement that the person whose name begins with that letter is chatting. Then the
given information can be expressed symbolically as follows: ¬K → H, R → ¬V, ¬R →
V, A → R, V → K, K → V, H → A, H → K . Note that we were able to convert all
of these statements into conditional statements. In what follows we will sometimes make
use of the contrapositives of these conditional statements as well. First suppose that H is
true. Then it follows that A and K are true, whence it follows that R and V are true. But
R implies that V is false, so we get a contradiction. Therefore H must be false. From this it
follows that K is true; whence V is true, and therefore R is false, as is A. We can now check
that this assignment leads to a true value for each conditional statement. So we conclude
that Kevin and Vijay are chatting but Heather, Randy, and Abby are not.

(11) On the island of knights and knaves you encounter two kinds of people. Knights who
always tell the truth and knaves who always lie. You meet a person on this island and are
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allowed to ask him exactly one question and based on the response, you have to determine
whether the person is a knight or a knave.

1. Explain why the question “Are you a knight?” does not work.
Solution: If you encounter a knight, he will honestly “yes” to the question. If you
encounter a knave, then the honest answer to your question is “no,” so he will lie
and answer “yes”. Since everybody answers “yes”, there is no way to determine if the
person is a knight or a knave.

2. Find a question that you can use to determine whether the person is a knight or a
knave. Explain your reasoning.
Solution: There are several possible correct answers. One of the questions you can ask
is “Do knights lie?”. A knight will say “no” but a knave will say “yes”.

(12) The symmetric difference of two sets A and B, denoted by A⊕B is the set containing
those elements either in A or in B but not in both A and B. (10 points)

1. Give a formula for the symmetric difference in terms of A and B using only the union
(∪) once, intersection (∩) twice and complement operator once.
Solution: (A ∪B) ∩ (A ∩B)

2. Show that A⊕B = (A−B) ∪ (B − A)
Solution: There are precisely two ways that an item can be in either A or B but not
both. It can be in A but not B (which is equivalent to saying that it is in A - B ), or
it can be in B but not A (which is equivalent to saying that it is in B - A ). Thus an
element is in A⊕B if and only if it is in (A−B) ∪ (B − A).

(13) Let A, B and C be sets. Prove or disprove that A− (B − C) ⊆ A−B. (10 points)
Solution: This is not true. Here is a counter example: A = {1, 2, 3}, B = {2, 3}, C = {1, 2}.

(10) (BONUS) Write a proposition that asserts that an 8 × 8 board where each of the 64
squares is colored black or white in fact has a valid chess/checkerboard pattern.
Solution. Many ways to do this by asserting various properties that a chessboard satisfies.
For example, the sum of the row number and column number of any black square is odd and
of any white square is even (rotate the board 90 degrees if the reverse seems to be true in
your current position of the board).

I’ll use a different property here. It is necessary and sufficient that for any given square
(in any position - row and column), the squares above it and to the left of it (if they exist)
have the opposite color as the given square.

Let soc(i, j, k, l) represent the proposition: at least one of k, l is 0 OR the square (i, j)
(row, column) and square (k, l) of the given board are colored either black or white AND they
have opposite colors.
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Now the following proposition is true if and only if the board is a chess board pattern.∧
1≤i,j≤8

[soc(i, j, (i−1), j)∧soc(i, j, i, (j−1))] = (different notation)
8∧

i=1

8∧
j=1

[soc(i, j, (i−1), j)∧

soc(i, j, i, (j − 1))]

(11)(BONUS): Let V and S be finite sets. Let V \ S denote the set of elements in V but
not in S. Assume that ∀x, y[(R(x, y) → x 6= y) ∧ (R(x, y) ⇐⇒ R(y, x))]. The universe
of discourse for all quantifiers is V The following two statements are equivalent: Prove or
Disprove.
(i) ∀x∀y(R(x, y)→ (x ∈ S ∨ y ∈ S))
(ii)∀u, v(u ∈ V \ S) ∧ (v ∈ V \ S)→ ¬R(v, u))
Solution. I am asking you to prove or disprove whether (i) and (ii) are equivalent to each
other!! Many people considered the two statements separately!

(i) and (ii) are indeed equivalent assuming the given axioms/premises. The proof is
simply by (1) using the equivalence of contrapositives and implications, i.e., that p → q is
equivalent to ¬q → p (2) the fact that change in variable names such as replacing x by u
and y by v consistently doesn’t change the sentence (as long as there were no variable names
u and v in the original sentence) (3) two universal quantifiers ∀u∀v next to each other is
equivalent to a single universal quantifier on a pair (u, v).

(i) ∀x∀y(R(x, y)→ (x ∈ S ∨ y ∈ S))
⇐⇒ (contrapositive of implication)
∀x∀y(¬(x ∈ S ∨ y ∈ S)→ ¬R(x, y))
⇐⇒ (demorgans to the left hand side of implication)
∀x∀y(¬(x ∈ S) ∧ ¬(y ∈ S))→ ¬R(x, y)
⇐⇒ (from the given axiom/premise that ∀x, y[(R(x, y)→ x 6= y)∧(R(x, y) ⇐⇒ R(y, x))])
∀x∀y(¬(x ∈ S) ∧ ¬(y ∈ S))→ ¬R(y, x) (flipped ordering of x and y)
⇐⇒ (consistently changing variable names)
∀u∀v(¬(u ∈ S) ∧ ¬(v ∈ S))→ ¬R(v, u)
⇐⇒ (changing 2 adjacent universal quantifiers to one over a pair)
∀u, v(¬(u ∈ S) ∧ ¬(v ∈ S))→ ¬R(v, u)
⇐⇒ (from the given axiom/premise that ¬(u ∈ S) ⇐⇒ u ∈ V \ S)
(ii) ∀u, v(u ∈ V \ S) ∧ (v ∈ V \ S)→ ¬R(v, u))
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