Estimating the Cardinality of a Mobile Peer-to-Peer Network

Shiping Chen † Yan Qiao ‡ Shigang Chen ‡ Jianfeng Li †
† Network Information Center & School of Optical-Electrical and Computer Eng.
University of Shanghai for Science and Technology, Shanghai, 200093, China
‡ Department of Computer and Information Science and Engineering
University of Florida, Gainesville, FL 32607, USA

Abstract—Collecting information from mobile peer-to-peer (P2P) networks has important civilian and military applications. One problem is to determine the cardinality, i.e., the number of nodes, in a large mobile system. In a stationary wireless network, it can be trivially solved through a flooding-based query. However, the problem becomes much more challenging for mobile P2P networks whose topologies are constantly changing. In this paper, we present two novel statistical methods, called the circled random walk and the tokened random walk, to address this interesting problem. The circled random walk is simpler to implement and works well in networks of high mobility, whereas the tokened random walk works well with high or low mobility. These methods provide cardinality estimation by involving only a small subset of the nodes. They make tradeoff between overhead and estimation accuracy. The estimation error can be made arbitrarily small at the expense of larger overhead.
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I. INTRODUCTION

In mobile peer-to-peer networks, moving objects communicate using short-range wireless technologies such as IEEE 802.11 or Bluetooth [1], [2]. Nodes in these networks can become highly mobile. Constantly unstable network topologies may make it unsuitable to use some popular routing protocols such as DSDV [3], AODV [4] and DSR [5], which are designed for traditional mobile ad-hoc networks (whose topologies should be relatively stable enough for these protocols to work). In practice, peers may use smart phones, PDAs, or other advanced devices. If these devices are GPS-capable, geographical routing protocols [6], [7] can be used to route data over multiple hops.

Mobile P2P networks have many civilian and military applications. They are particularly useful when the communication infrastructure does not exist or cannot be accessed due to technical or economical reasons. For example, soldiers in a battlefield may carry small wireless devices and form a mobile P2P network among them. The future automobiles may be equipped with wireless devices that form vehicular networks to make our transportation systems more efficient. As vehicles pass by each other, data may be exchanged to inform road conditions ahead. Mobile networks not only serve as communication platforms but also provide other useful information. For example, the headquarters in a battlefield need to constantly monitor the remaining number of soldiers in each unit. The transportation department needs to know the information about traffic volume (i.e., number of moving cars$^1$) in each district of a city. These applications rely on a basic function: estimating the cardinality of a mobile wireless network, i.e., the number of nodes in the network. Each node in a mobile P2P network only has knowledge about its immediate neighborhood. Therefore, cardinality estimation is a distributed process carried out among peer nodes.

This function can be easily implemented in a static wireless network where all nodes are stationary. A query node broadcasts a request message into the network. Each node transmits the message once when it receives the message for the first time. The node also remembers its predecessor, which is the one from which it receives the message for the first time. This simple broadcast protocol is not an efficient one, comparing with others [8], [9], [10]. But it quickly establishes a routing tree if each node treats its predecessor as the parent node. In this tree, each node learns the numbers of nodes in the subtrees rooted at its children, sum them up for the number of nodes in the subtree rooted at itself, and then reports that information to its parent. As this distributed computation is recursively carried out from the leaf nodes toward the root, the query node — which is located at the root of the tree — will learn the number of nodes in the whole network. However, any node failure will break the tree. To solve this problem, the synopsis diffusion approach [11] is proposed to collect information based on a more robust DAG (instead of tree) routing structure. Each node aggregates data from its upstream neighbors, integrates its own information, and broadcasts the aggregated information downstream. To ensure each node only transmits once, it must receive data from all upstream neighbors before its own transmission. This requires a static topology such as the type of sensor networks investigated in [11]. Other more efficient approaches have been invented to estimate the number of nodes in a stationary sensor network [12], [13] or estimate the number of tags in a large RFID system [14], [15], [16], [17], [18], assuming a centralized communication model where all tags directly communicate with a RFID reader.\footnote{1Parked cars do not contribute to traffic. They are mostly powered off and therefore do not participate in the network, either.} Consequently, their methods cannot be

\footnote{2Tags cannot communicate with each other to form a multihop wireless network.}
applied to the multihop mobile network model in the context of this paper.

In a mobile network, because nodes are moving, there is no stable routing structure for collecting information. Moreover, the number of nodes may change as new nodes join and existing nodes depart. This requires the operation of determining the number of nodes to be carried out frequently. On one hand, it is not efficient to rely on a flooding (or broadcasting) approach for such an operation due to high overhead. On the other hand, many applications may not require the exact count of the nodes, which varies over time anyway. An estimated number can already be very useful if the accuracy requirement is met. In the previous examples, the commander may not have to know the exact numbers of remaining soldiers in his units, and the transportation department may not have to know the exact number of vehicles that are present in a district. If an estimated number, say within ±10% of the exact number, meets their need, then we can adopt more efficient approaches that work well for mobile networks.

This paper proposes two statistical methods for estimating the number of nodes in a mobile P2P network. The first method is called the circled random walk (CRW). It estimates the number of nodes with an accuracy that is tunable. It makes tradeoff between the communication overhead and the estimation error. The error can be made arbitrarily small at the expense of increasing overhead. One problem of CRW is that it requires the nodes in the network to be randomly connected with one another through wireless links. This requirement may not be achievable in many realistic network settings. Our second method, called the tokened random walk (TRW), removes such a requirement. With the assistance of randomly distributed tokens, TRW provides a statistical estimation on the number of nodes in an arbitrarily connected wireless network. Our extensive simulations demonstrate that CRW works well in networks of high mobility, whereas TRW works well with high or low mobility.

The rest of the paper is organized as follows. Section II describes the network model and the problem to be solved. Section III presents our first method for estimating the number of nodes. Section IV presents our second method. Section V gives simulation results. Section VI draws the conclusion.

II. NETWORK MODEL AND PROBLEM STATEMENT

We consider a large mobile network system. Wireless links are established between nearby nodes that are within the communication range of each other. All links form a connected graph. Two nodes are neighbors of each other if there is a wireless link between them. Because the nodes move, the neighboring relationship changes over time.

The problem is to estimate the number $n$ of nodes in a mobile P2P network, i.e., the cardinality of the network. Our goal is to develop statistical methods that estimate the value of $n$ without flooding the network or requiring the participation of all nodes (for overhead reduction). Let $\bar{n}$ be the estimated number of nodes. By sampling only a subset of nodes, our methods ensure that the probability for $n$ to fall in the range $[(1-\beta)\bar{n}, (1+\beta)\bar{n}]$ is at least $\alpha$, where $\alpha(<1)$ and $\beta(<1)$ are the parameters of the accuracy requirement.

We assume that there exist end-to-end routing protocols [6], [7] that are able to route a message to a certain node.

In some scenarios, we approximately consider that the neighbors of a node are randomly selected from the network if the movement of a node allows it to have equal chance of being a neighbor of any other node. For example, when nodes move quickly and uniformly at random in a square area based on the waypoint model, they will all have chance to be each other’s neighbors. In practice, rarely can this assumption be strictly met. Nevertheless, our simulation reveals that for highly dynamic networks where neighbors are frequently exchanged, even though this assumption is not accurate, our method based on this assumption still provides good cardinality estimation. We also observe that for static networks or networks of low mobility, the method based on the random neighbor assumption does not work well.

In this paper, we develop cardinality estimation methods for mobile networks. Our first method uses the random neighbor assumption. It is simpler and easy to implement. Removing the random neighbor assumption, our second method is able to work for network of high or low mobility. It is more robust but requires additional assistance in its execution. The preliminary results of this work were published in a conference paper [19].

III. CIRCLED RANDOM WALK (CRW)

In this section, we describe our first statistical method for estimating the number of nodes in a large mobile P2P network.

A. Description of the Method

A query node $a$ sends out a number of probe messages. Each probe independently performs a circled random walk (CRW). The probe carries a globally unique identifier and a hop count. The identifier consists of node $a$’s location and a sequence number. The hop count is initialized to be zero. When a node receives a probe, it records the probe’s identifier and increases the hop count in the probe by one. If the node receives the probe for the first time, it forwards the probe to a randomly selected neighbor except for the one from which the probe was just received. If the node receives the probe for the second time, it forwards the probe to a randomly selected neighbor except for the one from which the probe was just received. If the node receives the probe for the second time, it discards the probe and sends the probe’s hop count back to node $a$. The random walk of a probe terminates once its traversing path forms a circle. An illustration is given in Figure 1.

Let $X$ be the length of a circled random walk, which is the number of hops that the probe traverses before it reaches a node for the second time. $X$ is a random number. In the next subsection, we establish the following mathematical formula that links $E(X)$ to $n$:

$$E(X) = f(n) = \sum_{i=3}^{n} i(\prod_{j=2}^{i-1}(1 - \frac{j - 2}{n - 2})) \frac{i - 2}{n - 2}$$

$$n = f^{-1}(E(X)).$$

Using the formula, we can estimate $n$ after we measure $E(X)$ by performing a number of circled random walks and taking

$$E(X) = f(n) = \sum_{i=3}^{n} i(\prod_{j=2}^{i-1}(1 - \frac{j - 2}{n - 2})) \frac{i - 2}{n - 2}$$

$$n = f^{-1}(E(X)).$$
the average $\bar{X}$ of the received hop counts. Let $\hat{n}$ be the estimated value of $n$.

$$\hat{n} = f^{-1}(\bar{X})$$  \hfill (2)

The pseudo code of the algorithm we use to numerically compute $\hat{n}$ numerically from $\bar{X}$ based on (2) is given below. Note that $f(n)$ is a monotonically increasing function.

1. pick a small value $n_1$ and a large value $n_2$ such that $f(n_1) < \bar{X}$ and $f(n_2) > \bar{X}$
2. while ($n_1 \neq n_2$) do
   3. let $n_3 = \lceil (n_1 + n_2)/2 \rceil$
   4. if $f(n_3) < \bar{X}$ then $n_1 = n_3$ else $n_2 = n_3$
   5. end while
3. return $n_1$

B. Linking $E(X)$ to $n$

In this subsection, we derive Equation (1) and the variance of $X$. We also give a way for quick estimation of $n$. It is less accurate than what is computed by Equation (2) but is easier to calculate.

![Fig. 1. Illustration of CRW](image)

Let $q(i)$ be the probability of not visiting any node twice after a probe moves for $i$ hops in its random walk. The node $a$ that initializes the random walk is a visited node by default. It is obvious that $q(1) = q(2) = 100\%$. Consider the $i$th hop of the random walk, $\forall i > 2$. The previous $(i-1)$ hops visited $i$ nodes, including node $a$. The next hop can be any node except for the current node and the previous node of the random walk. The probability for the $i$th hop to be an unvisited node is $1 - \frac{i-2}{n-2}$. Hence,

$$q(i) = q(i-1)(1 - \frac{i-2}{n-2}).$$

Here, we have used the random neighbor assumption in Section II, which is approximately true in highly-mobile networks. It does not hold well for low mobility as we will demonstrate through simulations. This assumption will be removed in the next section.

Recursively applying the above equation, we have

$$q(i) = q(1) \prod_{j=2}^{i-1} \left(1 - \frac{j-2}{n-2}\right) = \prod_{j=2}^{i} \left(1 - \frac{j-2}{n-2}\right).$$

$X$ is a random variable with a distribution from 3 to $n$. We know that $q(i-1)$ is the probability of not visiting any node twice after the first $(i-1)$ hops, and $\frac{i-2}{n-2}$ is the conditional probability for the $i$th hop to reach a node that has been visited previously. Clearly, $q(i-1)\frac{i-2}{n-2}$ is the probability of visiting a node twice after $i$ hops. Hence, the expected value of $X$ is

$$E(X) = \sum_{i=3}^{n} iq(i-1) \frac{i-2}{n-2}$$

$$= \sum_{i=3}^{n} \left(\prod_{j=2}^{i-1} \left(1 - \frac{j-2}{n-2}\right)\right) \frac{i-2}{n-2}$$

The variance of $X$ is

$$V(X) = \sum_{i=3}^{n} (i - E(X))^2 \left(\prod_{j=2}^{i-1} \left(1 - \frac{j-2}{n-2}\right)\right) \frac{i-2}{n-2}.$$

Figure 2 shows $E(X)$ with respect to $n$ in log scale. In the same plot, two additional curves, $1.31\sqrt{n}$ and $1.25\sqrt{n}$, are shown to closely overlap with $E(X)$. In fact, numerical computation shows that they are upper and lower bounds of $E(x)$ for a wide range of $n \in [10^4, 10^7]$. This indicates that $E(X) = O(\sqrt{n})$ in this range.

$$1.25\sqrt{n} < E(X) < 1.31\sqrt{n}$$

$$n < 0.64(E(X))^2 < 1.1n$$

Therefore, if the network size is in the range of $[10^4, 10^7]$, then $0.64X^2$, which approximates $0.64(E(X))^2$, can be used as a quick but less accurate estimation of $n$. For accurate estimation, we use the estimator (2), which is based on (1). We analyze its accuracy below.

C. Determining the Number of Probes

The number $m$ of probes initially sent from the query node controls the tradeoff between the communication overhead and the estimation accuracy. A wireless transmission is required when a node sends a probe to the next hop. We also know that $E(X) = O(\sqrt{n})$. Hence, the expected overhead of CRW in terms of the number of transmissions made by all nodes is $O(m\sqrt{n})$, which is linear in $m$.

Our goal is to determine the minimum number of probes that are needed to ensure that the probability for $n$ to fall in
the range \([(1 - \beta)\bar{n}, (1 + \beta)\bar{n}]\) is at least \(\alpha\), where \(\alpha\) and \(\beta\) are the parameters of the accuracy requirement. In other words, the estimation has to achieve an \(\alpha\) confidence interval that is bounded by \([(1 - \beta)\bar{n}, (1 + \beta)\bar{n}]\).

First, we prove that \(\bar{X}\) is an unbiased estimate of \(E(X)\), which is the mean hop count of a circled random walk. Let \(X_i\) be the hop count of the circled random walk by the \(i^{th}\) probe. As \(\bar{X}\) is the average hop counts of probes, we have,

\[
\bar{X} = \frac{1}{m} \sum_{i=1}^{m} X_i
\]

\[
E(\bar{X}) = \frac{1}{m} E\left(\sum_{i=1}^{m} X_i\right) = \frac{1}{m} \sum_{i=1}^{m} E(X_i)
\]

Each \(X_i\) is an independent random sample of \(X\). Therefore \(E(X_i) = E(X)\). From (3), we have \(E(\bar{X}) = E(X)\).

Next, we determine the value of \(m\) such that the probability for \(E(X)\) to fall in the range \([(1 - \beta)\bar{X}, (1 + \beta)\bar{X}]\) is at least \(\alpha\), where \(\beta\) is a constant whose value will be determined shortly. The \(\alpha\) confidence interval of \(E(X)\) is \(\bar{X} \pm st^* / \sqrt{m}\), where \(s\) is the standard deviation calculated from the received hop counts and \(t^*\) is the upper \(\alpha / 2\) point of the \(t\) distribution with \((m - 1)\) degree of freedom. The value of \(m\) is calculated as follows:

\[
st^* / \sqrt{m} = \beta' \bar{X}
\]

\[
m = \frac{(st^*)^2}{(\beta' \bar{X})^2}
\]

Then, we determine an appropriate value for \(\beta'\). We know that if \(m\) is chosen based on (4), then the following inequality is satisfied with probability \(\alpha\):

\[
(1 - \beta')\bar{X} \leq E(X) \leq (1 + \beta')\bar{X}
\]

\[
f^{-1}((1 - \beta')\bar{X}) \leq f^{-1}(E(X)) \leq f^{-1}((1 + \beta')\bar{X})
\]

\[
f^{-1}((1 - \beta')\bar{X}) \leq n \leq f^{-1}((1 + \beta')\bar{X})
\]

Our estimation accuracy requirement is to satisfy \((1 - \beta)\bar{n} \leq n \leq (1 + \beta)\bar{n}\) with probability \(\alpha\). To meet this requirement, we select the maximum value of \(\beta'\) that meets the following conditions:

\[
f^{-1}((1 + \beta')\bar{X}) \leq (1 + \beta)\bar{n}
\]

\[
f^{-1}((1 - \beta')\bar{X}) \geq (1 - \beta)\bar{n},
\]

where \(\beta\) is a constant specified in the accuracy requirement, \(\bar{X}\) and \(\bar{n}\) are results of the CRW execution, and we know how to solve \(f^{-1}\) based on the algorithm in Section III-A. Hence, \(\beta'\) can be computed numerically from the above inequalities.

Finally, based on (4) and (5), we design an iterative process for determining the number of probes that is required to meet a given accuracy requirement specified by \(\alpha\) and \(\beta\). The query node \(a\) begins with a certain number (e.g., 50) of probes. After it receives the hop counts of the probes and computes \(\bar{X}\) and \(\bar{n}\), node \(a\) determines \(\beta'\) from (5) and then the value of \(m\) from (4). If the total number \(m'\) of probes that have already been sent is equal to or greater than \(m\), it returns the current value of \(\bar{n}\) as the estimation of \(n\). Otherwise, if \(m'\) is less than \(m\), node \(a\) sends \((m - m')\) more probes and use the returned hop counts to refine the value of \(m\). This process continues until the total number of probes that have been sent is equal to or greater than \(m\).

IV. TOKENED RANDOM WALK (TRW)

In this section, we describe our second statistical method for estimating the number of nodes in a large mobile P2P network.

A. Description of the Method

We randomly distribute a number \(T\) of tokens to nodes in the network. The problem of how to randomly distribute tokens will be discussed in Section IV-C. The nodes that hold tokens are called the tokened nodes.

A query node \(a\) sends out a number of probe messages. Each probe independently performs a tokened random walk (TRW) and counts the number of hops that it has traversed. When a node that does not hold a token receives a probe, it increases the hop count in the probe by one and forwards the probe to one of its neighbors. When a tokened node receives a probe, it discards the probe and sends the probe’s hop count back to node \(a\). An illustration of TRW is shown in Fig 3.\(^3\)

Let \(Y\) be the length of a tokened random walk, which is the number of hops that a probe traverses before it reaches a tokened node. In the next subsection, we establish a mathematical formula that links \(E(Y)\) to \(n\):

\[
E(Y) = g(n) = \sum_{i=1}^{n-T+1} \frac{n-i+1}{n!(n-i-T+1)!} \left( \frac{1}{n-i+1} \right) T
\]

\[
n = g^{-1}(E(Y)).
\]

Using the formula, we can estimate \(n\) after we measure \(E(Y)\) by performing a number of tokened random walks and taking the average \(\bar{Y}\) of the received hop counts. The estimated number \(\bar{n}\) of nodes is calculated as

\[
\bar{n} = g^{-1}(\bar{Y}).
\]

\(^3\)In practice, we may allow the probes to make some random walks before starting to count the hops. Our simulation shows that it increases the randomness and returns better estimation results.
B. Linking $E(Y)$ to $n$

Let $p(i)$ be the probability of not reaching a tokened node after a probe has visited $i$ nodes. This happens when and only when the set of $T$ tokened nodes does not overlap with the set of $i$ visited nodes. Recall that the tokened nodes are randomly chosen from the network. $(\binom{T}{i})$ is the number of different ways for picking the set of tokened nodes. $(\binom{n}{T-i})$ is the number of different ways for picking them from the nodes that are not visited. Hence,

$$p(i) = \binom{n}{T-i} \cdot \frac{(n-i)!((n-T)!}{n!(n-i-T)!}$$

$Y$ is a random variable with a distribution from 1 to $n - T + 1$. We know that $p(i - 1)$ is the probability of not reaching a tokened node after the first $(i - 1)$ hops. The conditional probability for the $i$th visited node to have a token is $\frac{T}{n-2}$. Clearly, $p(i - 1) \cdot \frac{T}{n-2}$ is the probability of reaching the first tokened node at the $i$th hop. The expected value of $Y$ is

$$E(Y) = \sum_{i=1}^{n-T+1} i \cdot p(i - 1) \cdot \frac{T}{n-2}$$

$$= \sum_{i=1}^{n-T+1} i \cdot \frac{(n-i+1)!((n-T)!}{n!(n-i-T+1)!} \cdot \frac{T}{n-2}.$$  

The variance of $Y$ is

$$V(Y) = \sum_{i=1}^{n-T+1} (i - E(Y))^2 \frac{(n-i+1)!((n-T)!}{n!(n-i-T+1)!} \cdot \frac{T}{n-2}.$$  

C. Random Token Distribution

The process of deriving (6) in the previous subsection does not require the assumption of a randomly-connected network. Instead, it requires that the tokens are randomly distributed. Essentially, we shift the random topology requirement of CRW to a random token distribution requirement, which can be implemented by the following distributed algorithm: Every token independently moves around in the network. When a node receives a token, it holds the token for a period that is inversely proportional to its current number of neighbors, i.e., the node’s degree. After that period, it forwards the token to a neighbor selected uniformly at random. The transmission of a token may be piggybacked in the periodic hello exchange between the neighbors. In order to support communications in a mobile network, each wireless node has to periodically broadcast a hello packet (or called a beacon), which allows the node to learn its new neighbors. One bit in the hello packet can be used to encode a token transmission. ’0’ means there is no token carried in the hello packet, and ’1’ means there is.

We prove that, in the steady state, the rate at which a node receives tokens is proportional to the node’s degree. Because the holding time after each receipt of a token is inversely proportional to the node’s degree, the aggregate holding time at every node is about the same, which ensures the uniform random distribution of tokens.

Consider an arbitrary token. The movement of the token in the network is modeled as a discrete-time finite-state Markov chain. The current state is $i$ if node $i$ holds the token. The set of states is $\{1, \ldots, n\}$ for the $n$ nodes. Let $N_i$ be the set of neighbors of node $i$. Let $n_i = |N_i|$. The transition probability from state $i$ to state $j$ is

$$p_{ij} = \begin{cases} \frac{1}{n_i} & \text{if } j \in N_i \\ 0 & \text{if } j \notin N_i \end{cases}$$

The matrix of transition probabilities is $P = (p_{ij}, i, j \in [1, n])$. Let $\pi = (\pi_1, \pi_2, \ldots, \pi_n)$ be the stationary distribution of the Markov chain, which satisfies $\pi P = \pi$ and $\sum_{i=1}^{n} \pi_i = 1$, where $\pi_i$ represents how often node $i$ has (or receives) the token in the steady state of the stochastic token movement process. $\pi P = \pi$ can be rewritten as

$$\sum_{j \in N_i} \frac{n_j}{n_i} = \pi_i, \ i \in [1, n].$$

It can be easily verified that the solution is

$$\pi_i = \frac{n_i}{\sum_{j=1}^{n} n_j}, \ i \in [1, n].$$

Therefore, the rate at which a node receives a particular token is proportional to its degree. Because all tokens move independently, the rate at which a node receives tokens is also proportional to its degree. Our goal is for each node to have an equal chance of being a tokened node. To compensate the rate difference, when a node receives a token, the holding time should be inversely proportional to the degree. In particular, we may randomly pick a holding time from an exponential distribution whose mean is inversely proportional to the degree. If a node’s degree changes during this period, we use the degree when it first receives the token.

In a mobile environment, a node may depart from the network or be powered down. To support the TRW protocol, we require that if a node has a token, it must transmit the token to a neighbor before it departs or is powered down. There may be rare cases where a node crashes to cause a permanent token loss. One solution is to release a new set of tokens periodically. Each release is identified by a sequence number $s$. The sequence number is initialized to be one and increased by one for every subsequent release. Each token must be associated with the sequence number that identifies which release it belongs to. When a node transmits a token to a neighbor piggybacked in a hello packet, instead of using one bit, the packet carries a sequence number. If the number is zero, it means no token; otherwise, it means a token of a certain release.

Each query is made with a sequence number, and each probe of the query carries that sequence number. When a node receives a probe, only if it has a token of the same sequence number, it will discard the probe and send the probe’s hop count back to the query node.

Let $D$ be the period between two consecutive token releases. Suppose $D$ is chosen to be sufficiently large, such that tokens will be randomly distributed after they are released for a time period of $D$. Now, after tokens of sequence number $s$ are released and before tokens of sequence number $s + 1$ are released, all queries can be made with sequence number $s - 1$. Moreover, all previous tokens (with sequence numbers $s - 2$ or smaller) are no longer useful. To remove outdated tokens,
when a node receives a token with a new sequence number $s$, it knows that it should remove any token with sequence number $s - 2$ or less that it may receive in the future. Hence, as tokens with a new sequence number start to travel in the network, nodes begin to remove old, useless tokens.

### D. Determining the Number of Probes

We now determine the minimum number of probes that are needed to ensure that the probability for $n$ to fall in the range $[(1 - \beta)\hat{n}, (1 + \beta)\hat{n}]$ is at least $\alpha$.

First, we prove that $\hat{Y}$ is an unbiased estimate of $E(Y)$, which is the mean hop count of a tokened random walk. Let $Y_i$ be the hop count of the tokened random walk by the $i^{th}$ probe. As $\hat{Y}$ is the average hop count of the probes, we have,

$$\hat{Y} = \frac{1}{m} \sum_{i=1}^{m} Y_i$$

$$E(\hat{Y}) = \frac{1}{m} E\left(\sum_{i=1}^{m} Y_i\right) = \frac{1}{m} \sum_{i=1}^{m} E(Y_i)$$

(8)

Each $Y_i$ is an independent random sample of $Y$. Therefore $E(Y_i) = E(Y)$. From (8), we have $E(\hat{Y}) = E(Y)$.

Next, based on the same process as Section III-C, it can be shown that if the number of probes is

$$m = \frac{(st^*)^2}{(\beta'Y)^2},$$

(9)

then the probability for $E(Y)$ to fall in $[(1 - \beta')\hat{Y}, (1 + \beta')\hat{Y}]$ is at least $\alpha$, where $\beta'$ is a given value, $s$ is the standard deviation calculated from the received hop counts, and $t^*$ is the upper $\frac{1 + \alpha}{2}$ point of the $t$ distribution with $(m - 1)$ degree of freedom. We have the following inequalities:

$$(1 - \beta')\hat{Y} \leq E(Y) \leq (1 + \beta')\hat{Y}$$

$$g^{-1}((1 - \beta')\hat{Y}) \leq g^{-1}(E(Y)) \leq g^{-1}((1 + \beta')\hat{Y})$$

$$g^{-1}((1 - \beta')\hat{Y}) \leq n \leq g^{-1}((1 + \beta')\hat{Y}).$$

The accuracy requirement is $(1 - \beta)\hat{n} \leq n \leq (1 + \beta)\hat{n}$ with probability $\alpha$. To meet this requirement, we select the maximum value of $\beta'$ that meets the following conditions:

$$g^{-1}((1 + \beta')\hat{Y}) \leq (1 + \beta)\hat{n}$$

$$g^{-1}((1 - \beta')\hat{Y}) \geq (1 - \beta)\hat{n}.$$

(10)

Given an accuracy requirement specified by $\alpha$ and $\beta$, the query node $a$ begins with a certain number of probes. After it receives the hop counts of the probes, node $a$ determines $\beta'$ from (10) and then the value of $m$ from (6). If the total number $m'$ of probes that have already been sent is equal to or greater than $m$, it returns the current value of $\hat{n}$ as the estimation of $n$. Otherwise, if $m'$ is less than $m$, node $a$ sends $(m - m')$ more probes and use the returned hop counts to refine the value of $m$. This process continues until the total number of probes that have been sent is equal to or greater than $m$.

### V. Simulation

In this section, we use simulations to evaluate the performance of our cardinality estimation methods in terms of accuracy and overhead. Our simulations are performed based on two models: (1) random waypoint model [5], [20], [21], [22], which has been extensively adopted in other research work on mobile systems; (2) street model, which captures an application scenario of estimating the number of moving vehicles in the streets of a city district.

#### A. Simulation Setup for Random Waypoint Model

Consider a square area of $1000 \times 1000$ units of length. The number $n$ of wireless nodes ranges from 1,000 to 5,000. The transmission range of the nodes is 100 units of length. Each node is capable of forwarding messages to any other node in its transmission range. We use the random waypoint (RWP) model to simulate the mobility of nodes: Each node randomly selects a position within the area as destination and a velocity in the range of [5, 30]. Then it moves towards the destination at the selected speed. After it arrives at the destination, it moves again with a new destination and a new velocity.

We use CRW and TRW to estimate the number $n$ of nodes in the area. Both methods send probe messages to the network. For CRW, when a node receives a probe message, it holds the message for 10 units of time before forwarding it. This holding period allows each node to have chance to change neighbors. TRW does not need the random-neighbor assumption, and therefore the holding period for probe messages is not necessary. For TRW, if a node receives a token, it keeps the token for 10 to 100 units of time before passing it to another node. The actual time that it holds the token is inversely proportional to the number of its neighbors. We set the number of tokens in the network to be 100. In order to increase randomness, we let probe messages to make some random walks before starting to count the hops. Assume each node knows its geographic location (possibly through GPS). A node also knows the geographic locations of its neighbors, which are piggybacked in the hello exchanges. We implement geographic routing [7] for the hop count result to be sent back to the query node whenever a probe message completes its random walk. The location of the query node is carried by the probe message.

#### B. Estimation Accuracy

We first present the estimation accuracy of the two methods. We vary the number $n$ of wireless nodes from 1000 to 5000. We run the simulation under three different accuracy requirements: $\alpha = 95\%$, $\beta = 20\%$; $\alpha = 99\%$, $\beta = 20\%$; and $\alpha = 95\%$, $\beta = 10\%$.

Figures 4 and 5 compare the actual number of nodes, $n$, and the estimated number, $\hat{n}$. Each point in the figures represents one simulation result; the $x$ coordinate of the point is the actual number $n$ of nodes, and the $y$ coordinate is the estimated number $\hat{n}$. An estimation is more accurate if the point is closer to the equality line, $y = x$. In the figures, points surround the equality line, indicating good estimation performance; the
C. Estimation Overhead

Next, we investigate the overhead of the two methods. For CRW, the overhead is caused by probe message transmissions. For TRW, the overhead comes from both probe transmissions and token transmissions. A probe transmission is a separate packet with headers at MAC, network, and application (CRW/TRW) layers, as well as physical-layer overhead. A token transmission is piggybacked in the hello exchanges, which incurs far smaller overhead than a probe. Hence, we only count the probe message transmissions in overhead comparison.

Figure 6 compares CRW and TRW in terms of the total number of message transmissions. For each data point, we make 100 simulation runs, average the overhead results, and present the mean overhead and its standard deviation. From the figure, we observe that TRW is much more efficient, only requiring 20% to 30% of the overhead incurred by CRW.

D. Performance under Low Mobility

As we have shown in the previous simulations, CRW produces good estimation when the nodes move relatively fast. Even though the random neighbor assumption is not accurate, it approximates well for the highly mobile scenarios. However, our next set of simulations show that CRW does not work well for networks of low mobility. On the contrary, TRW remains accurate for those networks.

The simulation setup is the same as described in Section V-A except that the velocity of each node is randomly selected from [3, 10], instead of [5, 30], when the node moves from one location to another. Figure 7 shows that CRW consistently under-estimates the number of nodes in a network of low mobility. That is because nodes have relatively stable neighbors and as they forward probe messages, the messages tend to make short cycles within small neighborhood, which leads to the under-estimation.

Figure 8 shows that TRW remains accurate for networks of low mobility because its design does not rely on the random neighbor assumption.
Figure 9 compares the overhead of the two methods. Again, TRW outperforms CRW significantly.

E. Simulation Setup for Street Model

Suppose future cars are equipped with wireless devices that not only support user applications but also assist transportation management functions such as information gathering. One such function may be estimating the number of moving vehicles. When a vehicle is powered down, we can consider it to be in parking status (in most cases). When a vehicle is powered up with its wireless device running, we can consider it to be in moving status (in most cases).

Consider a square area of 1000 meters by 1000 meters. Let the time unit be a second. Suppose the streets and avenues are arranged in a grid pattern and the distance between two adjacent streets (or avenues) is 100 meters. The number \( n \) of moving vehicles ranges from 1,000 to 5,000. The transmission range of a vehicle is 100 meters. Each vehicle is capable of forwarding messages to any other vehicle in its transmission range. Each moving vehicle selects an arbitrary intersection and a velocity in the range of \([20, 40]\) miles/hour, i.e., \([32, 64]\) kilometers/hour. Then it moves first along a street and then along an avenue or vice versa towards the destination at the selected speed. For simplicity, we do not implement variable speed and stops at signal lights. Other parameters are similar to those in Section V-A.

F. Accuracy and Overhead under Street Model

Figure 10 presents the estimations made by CRW. The vertical axis is the estimated number of vehicles, and the horizontal axis is the true number of vehicles. In the leftmost plot, we let \( \alpha = 95\% \) and \( \beta = 0.2 \), which require that 95\% of estimated numbers should fall within \( \pm 20\% \) of the true numbers. In the middle plot, \( \alpha = 99\% \) and \( \beta = 0.2 \). In the rightmost plot, \( \alpha = 95\% \) and \( \beta = 0.1 \). Our statistical measurement based on the data points in the figure confirms that the accuracy requirement is indeed met. Figure 11 presents the estimations made by TRW. Again, the accuracy requirement is met.

Figure 12 compares CRW and TRW in terms of the total number of message transmissions. TRW outperforms CRW. Its communication overhead is only a fraction of CRW’s overhead.

For a circled random walk, the time for a probe to travel each hop has two components: the holding period and the transmission time from one node to the next. When comparing the holding time (10 seconds in this simulation), the transmission time is negligible. Hence, our simulation only considers the holding time. The average completion time of CRW (including all its probes) is shown in Table I. Because
of the long holding period, the time for CRW is significant. However, it is probably acceptable in practice to spend six to fifteen minutes for the task of measuring the number of vehicles in a city distinct. Because TRW does not need any holding period, its completion is much quicker. When \( n = 1000 \) and the number of tokens is 100, each tokened random walk has an average of just 10 hops, and only the transmission time is needed.

Overall, our simulation results are consistent across the random waypoint model and the street model. In summary, TRW is a better method in terms of communication overhead. It is also better in terms of estimation accuracy in low-mobility networks. CRW is able to produce results that meet the accuracy requirement in high-mobility networks. Its advantage is simplicity (without the assistance of tokens).

**VI. CONCLUSION**

This paper investigates the problem of how to estimate the number of nodes in a large mobile P2P network. We propose two statistical methods, called the circled random walk and the tokened random walk, respectively. The proposed methods are adjustable for communication overhead and estimation accuracy. Their estimation process involves only a subset of the nodes, and the estimation errors can be made arbitrarily small. While the circled random walk method requires a randomized neighboring relationship among the nodes and it works well in high-mobility networks, the tokened random walk is more practical for low-mobility networks because it removes such a requirement through a randomized token distribution process.
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TABLE I

<table>
<thead>
<tr>
<th>n</th>
<th>CRW Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>6 min 41 sec</td>
</tr>
<tr>
<td>2000</td>
<td>9 min 18 sec</td>
</tr>
<tr>
<td>3000</td>
<td>11 min 35 sec</td>
</tr>
<tr>
<td>4000</td>
<td>13 min 32 sec</td>
</tr>
<tr>
<td>5000</td>
<td>14 min 59 sec</td>
</tr>
</tbody>
</table>
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