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Unstructured peer-to-peer networks have gained a lot of popularity due to their resilience to network dynamics. The core operation in such networks is to efficiently locate resources. However, existing query schemes, for example, flooding, random walks, and interest-based shortcut suffer various problems in reducing communication overhead and in shortening response time. In this paper, we study the possible problems in the existing approaches and propose a new hybrid query scheme, which mixes inter-cluster queries and intracluster queries. Specifically, the proposed scheme works by efficiently locating the clusters, sharing similar interests with intercluster queries, and then exhaustively searching the nodes in the found clusters with intracluster queries. To facilitate the scheme, we propose a clustering algorithm to cluster nodes that share similar interests, and a labeling algorithm to explicitly capture the clusters in the underlying overlays. As demonstrated by extensive simulations, our new query scheme can improve the system performance significantly by achieving a better tradeoff among communication overhead, response time, and ability to locate more resources.
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1. INTRODUCTION

Peer-to-peer networks surged in popularity in recent years. The core operations in most peer-to-peer networks is to efficiently locate data items, in which the fundamental challenges are to achieve faster response time, smaller network diameter, stronger ability of locating more resources, and better resilience to network dynamics.

Structured P2P networks have been proposed by many researchers [1–7], in which distributed hash tables (DHTs) are used to provide data location management in a strictly structured way. Whenever a node joins/leaves the overlay, a number of nodes need to update their routing tables to preserve desirable properties for fast lookup. While structured P2P networks can offer better performance in response time and communication overhead for query procedures, they suffer from the large overhead for overlay maintenance due to network dynamics.

Unstructured P2P networks such as Gnutella rely on a random process, in which nodes are interconnected in a random manner. The randomness offers high resilience to the network dynamics. However, basic unstructured networks rely on flooding [8] for users’ queries, which is expensive in computation and communication overhead. Consequently, scalability has always been a major weakness for unstructured networks [9]. Even with the use of super nodes in Morpheus [10] and KaZaA [11], the traffic is still high, and even exceeds web traffic.

Searching through random walks is proposed in [12–14], in which incoming queries are forwarded to the neighbor that is chosen randomly. In random walks, there is typically no preference for a query to visit the most possible nodes maintaining the needed data, resulting in long response time.

Interest-based shortcut [15] exploits the locality of interests among different nodes. In this approach, a peer learns its shortcuts by flooding or passively observing its own traffic. A peer ranks its shortcuts in a list and locates content by sequentially asking all of the shortcuts on the list from the top until content is found. The basic principle behind this approach is that a node tends to revisit accessed nodes again since it was interested in the data items from these nodes before. The concept of interest similarity is vague and it is difficult to make a subtle, quantitative definition based on it. In addition, it may cause new problems as discussed later.

In this paper, we take the unstructured approach, and propose a new query scheme to address these problems. The main contributions of the paper include the following.

(i) We define a metric, independent of any global information, to measure the interest similarity between nodes.
Based on the metric, we propose a clustering algorithm to cluster nodes sharing similar interests with small overhead, and fast convergence. 

(ii) We propose a distributed labeling algorithm to explicitly capture the borders of clusters without any extra communication overhead.

(iii) We propose a new query scheme, which is able to deliver a better tradeoff among response time, communication overhead, and the ability to locate more resources by mixing intercluster queries and intracluster queries.

The rest of the paper is organized as follows. Section 2 reviews the possible problems in prior approaches. Section 3 gives the overview of our scheme. Section 4 defines the interest similarity and proposes a light-weight algorithm to cluster nodes within the same interest group and a labeling algorithm to explicitly border the clusters. Section 5 introduces our query scheme in detail. Section 6 evaluates the scheme with extensive simulations. Section 7 draws the conclusion.

2. INEFFICIENCY IN PRIOR WORKS

Small communication overhead and short response time are the two main concerns in designing efficient query schemes in peer-to-peer networks. However, current approaches suffer various problems in achieving a better tradeoff between them due to the blindness in searching procedures.

Flooding

Flooding [8, 16] is a popular query scheme to search a data item in fully unstructured P2P networks such as Gnutella. While flooding is simple and robust, its communication overhead, that is, the number of messages, increases exponentially with the hop number. In addition, most of these messages visit the node that has been searched in the same query, and they can be regarded as duplicate messages. Consequently, communication overhead and scalability are always the main problems in this approach [9, 17].

Random walks

Random walks [12–14, 18] rely on query messages randomly selecting their next hops among neighbors with equal probabilities, to reduce the communication overhead. A query may have to go through many hops before it successfully locates the queried data item. Consequently, this approach takes a long time to locate queried data items. If the networks are well clustered (nodes with similar interests are densely connected), it is expected that the query latency can be reduced significantly. However, it is not true, because the number of hops escaping out of the cluster decreases exponentially with the ratio \( r \) of the number of intercluster edge to the number intracluster edges, as shown in Figure 1.

In the case of a network with a small value of \( r \), for example, \( r > 0.1 \), query requests may escape out of the original cluster within a small number of hops, resulting in a long response time if the queried data is in the original cluster. These observations are also demonstrated by our simulations in Section 6. Consequently, random walks may suffer long response time regardless of the network having been well clustered or not.

**Interest-based shortcut**

Interest-based shortcut, for example, [15], tries to avoid the blindness in random walks by favoring nodes sharing similar interests with the source, which can be regarded as a variation of Markov random walks, biased towards some specific nodes. Markov random walks may accelerate the query process to some extent in some cases. However, it causes new problems. Suppose that nodes in an interest group have formed a cluster, and query messages can be artificially confined in this specific cluster. In the sense of nodes in the cluster share similar interests, any of them possibly maintains the queried data. Thus, the query procedure should shorten the covering time of the whole cluster instead of the hitting time of some specific nodes in it. However, due to the bias in selecting next hop in Markov random walks, it tends to keep visiting some specific nodes, resulting in less distinct nodes being covered comparing to uniform random walks, as illustrated by Figure 2. Consequently, Markov random walks work worse than uniform random walks if both of them can be confined in specific clusters.

3. SYSTEM OVERVIEW

Researchers [15, 19] have found many peer-to-peer networks exhibit small-world topology, and most of queried data items are offered by the nodes, which share similar interest with the source node.
Intuitively, the nodes sharing similar interests with the source node should have higher priority to be searched than others. Practically, there are two challenges in designing such a query scheme. The first one is how to cluster nodes with similar interests based on the small-world property of P2P networks. By saying “similar interests,” we actually mean that two nodes are interested in a common set of data items. Thus, the number of common accessed data items can serve as a metric to measure the interest similarity between two nodes. A clustering algorithm based on the metric can be easily designed to densely connect the nodes in the same interest group. Moreover, each node can explicitly pick up a set of intercluster neighbors that have different interests from itself, and a set of intracluster neighbors that share similar interests with itself. Take Figure 3 as an example. The network consists of 5 clusters, and nodes in the same cluster fall into the same interest group. Note that there exists an interest group consisting of two clusters, 1 and 5.

Suppose the network has been well clustered, and each node explicitly maintains a set of intercluster and intracluster neighbors. The second challenge is how to fast locate the clusters that share similar interests with the source node and how to exhaustively search nodes in the found clusters if the queried data items are in the source node’s interest group. We introduce two types of queries, intercluster queries and intracluster queries. The intercluster queries are for the purpose of discovering the clusters that share similar interests with the source node, and they are issued by source node, carry the interest information, and only travel on intercluster neighbors. It can be expected that clusters sharing similar interests with the source node can be located quickly, because the number of cluster is much smaller comparing to the network size, and intercluster queries only travel among different clusters. The intracluster queries are spawned by intercluster queries when a cluster sharing similar interest with the source node is hit. An intracluster query thoroughly go through nodes in the found cluster, where it is spawned, by only traveling on intracluster neighbors. How to estimate to what extent a cluster has been searched will be discussed later. Note that intercluster queries and intracluster queries can be easily implemented if each node explicitly knows the types of its neighbors.

Occasionally, queried data may be out of the source node’s interest group, and possibly maintained by a cluster(s) with different interests. This problem is addressed by blind search: intercluster messages randomly spawning intracluster messages when hitting clusters with different interests.

For example, in Figure 3, first inter-queries are initiated by a node in cluster 1, which travel among different clusters. By the interest information carried in the inter-queries, cluster 5 is found to share similar interests when it is hit, and an intracluster query is spawned, which then will exhaustively search the nodes in it. In addition, an intracluster query is spawned in cluster 2 by intercluster queries to support blind search.

4. CLUSTERING ALGORITHM

4.1. Measuring the interest similarity between two nodes

Cluster is generally formed by connecting nodes with similar interests in a network. Thus, we start our discussion with the definition of interest similarity between two nodes in P2P networks.

If node \( u \) and node \( v \) share similar interests, then it is very likely that they have accessed same data items more or less previously. Therefore, the size of the common subset of accessed data items can serve as a metric to measure to what extent the interests of two nodes are similar.

However, each node may offer hundreds of data items, and hence, there may exist a large number of data items even in a small network. As a result, only if \( u \) and \( v \) have visited a large number of data items, respectively, they are able to show some degree of similarity. An alternative to evaluate
the interest similarity is by the number of common accessed nodes, which may enable a clustering algorithm to converge faster than the former approach. The problem in this approach is that two nodes visiting a common node does not indicate they have similar interests, because a node may offer data items belonging to multiple interest groups. For instance, a user may offer resources for two groups: a number of mp3 music files for one group, and a number of research literatures in P2P networks for the other group. It is possible that two nodes that have visited one node may be interested in data items in different interest group. Thus, we have to address the discrepancy between the common set of visited nodes and the common set of visited data items.

Suppose that there are \( n \) nodes \( N = \{1, 2, \ldots, n\} \) in the whole P2P network. Suppose a node \( i \) offers a number of data items to others. It categorizes (maps) all of these data items into \( c_i \) different categories, denoted as \( C^i = \{c^i_1, c^i_2, \ldots, c^i_{c_i}\} \). Suppose a data item \( x \) in \( i \) is mapped to a category \( c^i(x) \), where \( c^i(x) \in C^i \). How to categorize the data items is determined by the node \( i \) independently. For instance, node \( i \) may classify music files as category 1, while another node may classify music files as category 2. On the other hand, node \( i \) may fall into multiple interest groups, denoted as \( G^i = \{g^i_1, g^i_2, \ldots, g^i_{g^i_i}\} \).

For a node \( u \), the access history with respect to each of its interest groups, for example, \( g^u_i \), can be specified by a set of data items \( x \), denoted as \( (i, c^i(x)) \), where \( i \) represents the node offering the data item, and \( c^i(x) \) is the category in \( C^i \) defined by \( i \). If two nodes \( u \) and \( v \) share “similar interests,” for example, \( g^u_i \approx g^v_j \), their histories for \( g^u_i \) and \( g^v_j \) tend to consist of a common set of \((i, c^i(x))\).

Note that in the above definitions, each node determines its interest groups and categories independently, indicating a node need not maintain any global information.

For easy explanation, we study a basic approach by assuming each user only falls into one interest group, and offers one category of data items. In this scenario, the access history can be represented by the accessed nodes alone. This approach can be easily extended to the multicategories and multigroups based on the definitions above.

One node \( u \) may access another node multiple times for different data items, and hence, the access history of node \( u \) can be represented by a vector \( V_u = (v^u_1, v^u_2, ..., v^u_n)^T \), where \( v^u_i \) represents the number of times \( u \) has visited node \( i \). To cancel out the number of queries a node has issued, the access vector \( V_u \) is normalized to the frequency vector \( F_u \), in which the \( i \)th element in \( F_u \) is denoted as \( f^u_i \), computed by \( V_u \) as \( f^u_i = v^u_i / \sum_{j \in N} v^u_j \), representing the frequency of the corresponding node \( i \) having been accessed.

Note that the value in \( F_u \) falls into the range \([0, 1]\). If \( u \) has never accessed node \( i \), the corresponding element \( f^u_i \) is equal to 0. The summation of all elements is equal to 1.

Furthermore, if the number of data items in node \( i \), denoted as \( d_i \), is large, the chance that two nodes \( u \) and \( v \) have visited common data items in \( i \) may be small even if both of them have visited \( i \) multiple times. As an example, in the middle and right parts in Figure 4, \( u \) and \( v \) have visited one common node. But \( u \) and \( v \) in the middle part have more chance of having visited common data items because the number of data items in node 2 is half of that in node 5. To account for this issue, we introduce a weighted diagonal matrix \( W \) with \((i, i)\)th value \( w_{ii} \) equal to \( 1 / d_i \). It represents the probability of both \( u \) and \( v \) visiting a common data item, if both of them visit \( i \) once.

Now we define the following metric to evaluate the interest similarity between two nodes:

\[
A^{uv} = F_u^T W F_v = \sum_i f^u_i f^v_i 1 / d_i \quad \text{(1)}
\]

\(^1\) The real size of the data structure maintaining \( V^u \) is much smaller than the network size \( n \), and can be fixed to only record the nodes accessed most frequently by \( u \).
Take Figure 4 (middle) as an example:

\[
A^{u,v} = P^{u,v}WR^{v}
\]

\[
= \begin{pmatrix}
.2 & .02 & 0 & 0 & 0 & 0 \\
.8 & .01 & 0 & 0 & 0 & 0 \\
0 & 0 & d_v & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & .005 & 0 \\
.5 & .5 & .5 & .5 & .5 & .5
\end{pmatrix}
\]

(2)

Similarly, the interest similarity in Figure 4(c) (right) is 0.002, which means nodes in the middle example show more interest similarity.

If we view \( f_i^u \) and \( f_i^v \) as the probabilities of nodes \( u \) and \( v \) visiting node \( i \), and \( 1/d_i \) as the probability of \( u \) and \( v \) visiting a common data item if both of them visit \( i \), then the summation \( A^{u,v} \) can be used to predict the probability that both \( u \) and \( v \) will visit a common data item in their future queries.

Note that if a node \( i \) has not been visited by both \( u \) and \( v \), then \( f_i^u = 0 \) and/or \( f_i^v = 0 \), indicating that a node does not need to maintain any information of the nodes it has never visited. As we have discussed, the size of the vector \( V^u \) is fixed. Hence, both the storage for access history and the computation overhead for \( A^{u,v} \) are constant.

Our definition is advantageous in manyfold. First, nodes \( u \) and \( v \) need not maintain any global information to compute \( A^{u,v} \). Second, the frequency vector cancels out the effect of the number of queries that a node has issued, enabling a clustering algorithm based on this definition to converge fast with the average number of queries. Third, the definition prefers the nodes with good properties. For instance, if two nodes \( i \) and \( j \) maintaining the same data items can be accessed by 1 Mp/s and 56 Kbps, respectively, \( i \) obviously will be accessed more often, resulting in a larger value of \( f_i^u \) and \( f_i^v \). Fourth, it reduces the impact of the possible discrepancy in the category definitions by nodes. For instance, if a category in node \( i \) is poorly defined, and consists of data items belonging to various interest groups, then the category will be seldom accessed comparing to its size, resulting in a small value of \( f_i^u f_i^v (1/d_i) \).

4.2. Clustering nodes with similar interests

Given the metric to evaluate the interest similarity between two nodes, we propose a light-weight clustering algorithm to connect nodes sharing similar interests.

In our strategy, each node \( j \) maintains a list \( L \) with limited size, for example, 30, to record the nodes that possibly share same interests with itself. Each time a query message is processed, the similarity between the querying node itself and the node that owns the data items is computed. The overhead of similarity computation is fixed given that the size of the list \( L \) is predefined. The newly obtained interest similarity, and the corresponding node’s address are inserted into the list \( L \). If the list is full, the stored neighbor with the lowest interest similarity is dropped.

By assuming that interests of nodes will not shift in a limited time frame, the nodes collected in \( L \) possibly fall into the same interest group as \( i \), and will serve as candidates of its intracluster neighbors.

4.3. Bounding clusters

Although a small-world topology can be formed along with queries by the above clustering algorithm, existing query schemes, for example, random walks, can only benefit marginally from it as we discussed in Section 3.

To exploit the characteristics of the small-world topology, our approach is to explicitly capture the clusters in the underlying topology by each node \( i \) maintaining a set of intercluster neighbors in other interest groups, and intracluster neighbors in its own interest group.

For intercluster neighbors, a node \( i \) can learn them easily. For example, \( i \) can issue a certain number of random-walk messages only traveling on other nodes’ intercluster neighbors, and choose the nodes hit by the messages as its intercluster neighbors. Note that the list \( L \) collects candidates of its intracluster neighbors and should not overlap with the set of intercluster neighbors.

Thus, it is of the most importance to learn the intracluster neighbors, which can be selected from the nodes collected in the list \( L \). The purpose of intracluster neighbors is to confine intracluster queries within a specific interest group. Two nodes falsely regarded as intracluster neighbors may create a dramatic impact because an intracluster query may traverse to another cluster with different interests. On the contrast, two nodes \( i \) and \( k \) that are falsely regarded as intercluster neighbors will only have limited impact, because \( i \) and \( k \) may be connected by other intermediate intracluster neighbors \( j \).

In addition, the chance of \( i \) and \( k \) falling into the same cluster tends to become larger along with query procedures if they are in the same interest group.

Based on this observation, we propose a labeling algorithm, which ensures that if a link \((i, j)\) is labeled as an intracluster edge, then \( i \) and \( j \) are in the same interest group with high probability.

For a node \( i \), we normalize the interest similarity of its neighbors \( j \) in \( L \) as follows, where \( k \) is the neighbor of \( i \):

\[
p_{i,j} = \frac{A_{i,j}}{\sum_k A_{i,k}}.
\]

If a matrix \( P \) is organized such that its \( i, j \)th element is \( p_{i,j} \), then the rows in \( P \) sum to 1 as the matrix \( P \) is row stochastic. Intuitively, \( p_{i,j} \) can be viewed as the transition probabilities for the Markov random walk.

The transition probability \( p_{i,j} \) can serve as a good metric to determine whether \( i \) and \( j \) are in the same interest group or not by introducing a threshold, denoted as \( T \), as a lower bound. \( T \) can be set as a relatively larger value, because the false negative has limited impact as discussed. Suppose there are \( a \) neighbors in \( L \) that are possibly in the same interest group with \( i \). \( T \) can be set as \( 1/a \). Note that \( p_{i,j} \) and \( T \) are computed by node \( i \) locally. Thus, the labeling algorithm does not involve any extra communication.
5. A HYBRID QUERY SCHEME

5.1. Mixing intercluster queries and intracluster queries

By explicitly capturing the cluster structures in the underlying network, we can formally define the following three types of query messages.

The first one is called \textit{l-query} message, which is a special type of intercluster message only traveling on intercluster neighbors. The purpose of it is to quickly locate the clusters that may share similar interests with the source node and disperse intra-queries among different clusters. Messages in this type are issued by the source node, and walk among different clusters randomly. Moreover, if the queried data is in the source node’s interest group, \textit{l-query} messages should piggyback the source node’s frequency vector, such that nodes hit by the messages can determine whether their clusters share similar interests with the source node.

The second one is called \textit{s-query} message, which is a special type of intracluster message confining itself within a specific cluster by doing uniform random walks only on intracluster neighbors. \textit{s-query} messages are only spawned/issued in the clusters that share similar interests with the source node. The purpose of it is to exhaustively search nodes that fall into the same interest group as the original node. Messages in this type are spawned by \textit{l-query} messages when clusters sharing similar interests are hit.

Now the problem is how a node estimates to what extent the cluster has been covered. If the cluster has been well covered, the \textit{s-query} message should be discarded in order to reduce the query overhead. Accurately estimating the covering time of a cluster is difficult and resource-consuming in a distributed system. Heuristically, if the message has been consecutively hitting a certain number, denoted as \( h \), of nodes that have been visited before, it indicates that most of nodes have been covered, and hence, the message should be discarded. This information can be maintained by a counter in each \textit{s-query} message.

The last one is called \textit{b-query} message, which is also a special type of intracluster message similar to \textit{s-query} message. But \textit{b-query} messages may be spawned in clusters that have different interests. The purpose of it is to support blind search, because occasionally, the queried data may be out of the source node’s interest group. The chance that the queried data item in a cluster has different interests is very small. Thus, once a \textit{b-query} message hits a node that has been visited by intracluster messages before, the message is discarded in order to reduce the query overhead.

To control the communication overhead, the total number of concurrent query messages has to be limited. The source node needs to count the number of \textit{l-query}, \textit{s-query}, and \textit{b-query} messages, denoted as \( m_l \), \( m_s \), and \( m_b \), respectively. The overhead to maintain the counter is negligible given that the counter needs to be updated only if \textit{s-query} message or \textit{b-query} message is spawned or discarded. Only if the summation of \( m_l \), \( m_s \), and \( m_b \) is smaller than a certain number, denoted as \( m \), a new \textit{b-query} message can be spawned without restriction, and thus, the total number of concurrent messages may be larger than \( m \) temporarily. In addition, all messages need to periodically check the status of the source node so that they can stop if the query has been successfully returned.

With these three types of messages, a query scheme is designed as follows.

\textit{Initialization}

To initiate a query request, a node \( u \) issues a number \( m_l \) of \textit{l-query} messages. If the queried data item falls in \( u \)'s interest group, \textit{l-query} messages carry the source’s frequency vector, and a certain number \( m_s \) of \textit{s-query} messages are issued to exhaustively search its own cluster. Otherwise, a \textit{b-query} message is issued in the meantime.

\textit{Receiving an l-query message}

In the case of a node \( u \) receiving an \textit{l-query} message, it calculates the interest similarity with the source node. If \( u \) shares similar interests, for example, the similarity is larger than a small value, it spawns a new \textit{s-query} message and update \( m_s \) maintained by the source node. Otherwise, a new \textit{b-query} message is spawned if the node has not been hit by \textit{s-query} messages and \textit{b-query} messages, and \( m_l + m_s + m_b < m \). Finally, node \( u \) forwards the received message to a randomly selected intercluster neighbor.

\textit{Receiving an s-query message}

In the case of a node \( u \) receiving an \textit{s-query} message, if \( u \) has been hit by \textit{s-query} messages or \textit{b-query} messages, it increases the counter in the message by 1. Otherwise, it resets the counter to 0. Next, if the counter is larger than the threshold \( h \), the node discards the message and notifies the source node to update the counter \( m_s \). Otherwise, it forwards the message to a randomly selected intracluster neighbor.

\textit{Receiving a b-query message}

In the case of a node \( u \) receiving a \textit{b-query} message, if it has been hit by messages in \textit{s-query} messages and \textit{b-query} messages, the node discards the message and notifies the source node to update the counter \( m_b \). Otherwise, it forwards the message to a randomly selected intracluster neighbor.

Our scheme can be considered to be \textit{stateful}, in which if the same queries are reissued multiple times, less intracluster queries will be spawned in the clusters that have been well searched, and in contrast, more intracluster queries will be spawned in the less-searched clusters, resulting in stronger ability to discover more resources/replicas.

5.2. Reducing the communication overhead

By mixing intercluster and intracluster queries, it can be expected that the system performance can be improved significantly. Because the access vector \( V^u \) of a node \( u \) can be fixed
to a small size, the extra overhead will not increase largely (only \( l \)-query messages need to carry the frequency vector).

Moreover, \( l \)-query messages only travel among different clusters, and the number of clusters, especially in a well-clustered network, is much smaller comparing to the real network size. It can be expected that most of clusters can be covered by \( l \)-query messages within a small number of hops. Thus, \( l \)-query messages can remove the frequency vector from the payloads after a certain number of hops. In the meantime, a source node can specify one \( l \)-query message to keep the frequency vector for the case that some clusters sharing similar interests with the source node have not been discovered after the specified number of hops.

6. SIMULATION

In this section, the performance of the proposed clustering algorithm and query scheme is studied by simulations. If not explicitly defined, the default number of nodes is 10,000, and each node maintains 1,000 data items, which are randomly generated. The number of nodes in each interest group is 150, the average number of queries issued by each node is 30, and the threshold \( h \) is equal to 10. We set \( m \) to be 32, and \( m_l \) to be 16. Moreover, the probability of a node incorrectly classifying its queries or data items is 0.1. We also simulate other scenarios, in which nodes classify its queries or data items with various probabilities. The simulation results are similar, except that it takes a few more queries for the converge of the clustering algorithm.

We compare our scheme to random walks, in which a source node issues 32 random walk messages in each query, correspondingly. We also have compared our scheme to flooding schemes. As expected, we observe the flooding schemes suffer from very large communication overhead.

In Figures 7–10, the legend “Uniform random walks (0)”/“Uniform random walks (1)” denotes that the queried data items are out of/in the source node’s interest group in the uniform random walks query scheme, and similarly “Inter/intra (0)”/“Inter/intra (1)” denotes that the queries are out of/in the source node’s interest group in the proposed scheme.

First, we study the effectiveness of the metric measuring interest similarity and the clustering algorithm. In Figure 5, it is observed that when the average query number is larger than 10, the algorithm reaches a stable state and almost all nodes in the same interest group form a single cluster. It indicates that our algorithm converges fast with the average number of queries, which is especially useful in P2P networks, where nodes tend to join/leave the system more frequently.

By Figure 6, it can be observed that the average number of nodes in a cluster is almost the same as group size, demonstrating that \( A^{uv} \) can effectively measure the nodes’ interest similarity.
Second, we study the performance of our scheme with respect to query latency and communication overhead.

In Figure 7, it is observed that if the queried data items fall into the original node's interest group, the number of hops needed for the majority of the queries is significantly reduced to about 20, while in the uniform random walks, it takes a much longer time. Correspondingly, the number of messages is also much smaller in our scheme than that in random walks, as shown in Figure 8. The figures also show that if the queried data are out of the source node's interest group, the performance of our scheme is similar to uniform random walks. Note that a longer response time is acceptable since only a few queries will be out of source node's interest group in many P2P networks. In addition, these two figures also demonstrate that random walks for queries in the source node's interest group can only benefit marginally from the underlying clustered topology, for example, only a little larger percentage of them can be returned than those out of source node's interest group within the same number of hops (messages).

We also have studied the performance of a network, in which each group consists of multiple different clusters, as shown in Figures 9 and 10. The results show the similar trends, which keeps true with respect to all other metrics that will be studied later. Moreover, comparing Figure 7 with Figure 9, and Figure 8 with Figure 10, it can be observed that the performance of random walks in two different (well-clustered and poor-clustered) networks is similar, which further verifies our argument in Section 3.

As have been observed, when the queried data items are in the source nodes' interest group, our scheme works much better than random walks. The reason behind it is that our scheme can discover more distinct nodes in the source nodes' interest groups within the same number of messages or hops, as shown in Figures 11 and 12. In these figures, it can be observed that within the first 1000 messages or 30 hops, more than 120 nodes in the source node's interest group have been searched by query messages. Consequently, the majority of queried data falling into the node's interest group can be found with smaller overhead and shorter latency. It also indicates that our scheme has a strong ability to locate more replicas since it can discover a much larger number of nodes sharing similar interests.

Occasionally, the queried data item may be maintained by nodes in other interest groups, or classified into wrong interest group by source node. In the former case, \( l \)-queries will not carry any interest information, but in the latter case, \( l \)-queries will carry wrong interest information. In both cases, the efficiency of our query scheme can be evaluated by the
number of distinct nodes discovered by queries, including those out of the source node’s interest group, within a certain number of messages and hops. Note that whether the queries are in or out of the original node’s interest group makes no difference to random works. Figures 13 and 14 show that in the first 1 000 messages, if the queries carry interest information, fewer distinct nodes can be searched in our scheme. The reason is that $s$-query messages mistakenly exhaustively search the nodes in the clusters that share “similar” interests in the beginning, which has been demonstrated by our previous simulations. Consequently, the number of $b$-query messages is limited. Along with the increment of the number of messages/hops, our scheme works similar to the uniform random walks. It is because after most of nodes sharing similar interests are covered, more $b$-query messages will be spawned to search clusters with different interests, which are able to discover more distinct nodes. In addition, by the figures, if the queries carry no interest information, our scheme works similar to uniform random walks.

7. CONCLUSION

In this paper, we strictly define the metric to measure the interest similarity between nodes. A distributed clustering algorithm has been also presented, which gives P2P networks better resilience to network dynamics. We propose an algorithm to explicitly capture clusters in the underlying networks.
without any extra communications. A query scheme mixing intercluster and intracluster queries has been designed for unstructured P2P networks. It can achieve a better trade-off among communication overhead, response time, and the ability to locate more resources (replicas). The performance of the algorithms has been demonstrated by simulations.

REFERENCES


