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Abstract: A new data structure, segmented winner tree, is introduced. This is useful when one needs to represent data that are partitioned into segments. The segment operations that are efficiently supported are: initialize a unit length segment, find the element with least value in any given segment, update an element in any segment, merge two adjacent segments, and split a segment.
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1. Introduction

Suppose that we have \( n \) elements \( 1, 2, \ldots, n \) that have been partitioned into some number of segments such that the elements in each segment are contiguous. Figure 1 shows a possible partitioning of the eleven elements \( 1, 2, \ldots, 11 \) into three segments. A value, \( v[i] \), is associated with each element \( i \).

\[
\begin{array}{cccccc}
\text{segment 1} & \text{segment 2} & \text{segment 3} \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 \\
\end{array}
\]

Figure 1: Eleven elements partitioned into three segments

The operations we wish to perform on these segments are:

1. \( \text{Initialize}(l_1) \): Initialize the one element segment \( l_1 : r_1 \) where \( r_1 = l_1 \).
2. \( \text{FindMin}(l_1, r_1, x) \): Find the smallest value in the segment comprised of elements \( l_1 : r_1 \). This value is returned in variable \( x \).
3. \( \text{Update}(l_1, r_1, i, y) \): Change the value of element \( i \) to \( y \). Element \( i \) is a member of the segment that is comprised of elements \( l_1 : r_1 \). Note that \( l_1 \leq i \leq r_1 \).
4. \( \text{Merge}(l_1, r_1, r_2) \): Merge the adjacent segments \( l_1 : r_1 \) and \( r_1 + 1 : r_2 \) into a single segment \( l_1 : r_2 \).
5. \( \text{Add}(l_1, r_1, y) \): This is a special case of merge in which the right segment \( r_1 + 1 : r_2 \) consists of a single element with value \( y \). I.e., \( r_1 + 1 = r_2 \) and \( v[r_2] = y \).
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6. **Split**(l₁, r₁, q): The segment l₁ : r₁ is split into two adjacent segments l₁ : q and q + 1 : r₁.

Two applications for a data structure that efficiently supports these operations are:

1. **Geographic Service Environment**: In this, the n elements represent n clients who are located adjacent to one another on the same side of a street. The clients are served by servers who, for efficiency reasons, serve a contiguous set of clients. So, each segment represents a set of clients served by the same server. In the ideal situation, we have one server per client. In this case all segments are of size one.
   If a server is disabled, then the set of clients served is assigned to one of the servers associated with an adjacent server (segment merging). Alternatively, the client set could be partitioned (segment split) with the left (right) partition being assigned to the left (right) server (segment merging). If a new server becomes available, then a client set for this server is created by partitioning off clients from at most two adjacent client sets (segment splitting). A server selects a client from its client set, for service, based on the clients value. We assume priority is given to the client with the least value. This uses the **FindMin** operation. The value (or priority) of a client may change in time. This requires one to update the clients value.

2. **Cell Joining**: When stretching two adjacent cells of a VLSI design so as to minimize the total wire length subject to a minimum area constraint[1], the pins on one side of a cell represent the n elements of our data structure. The pins are maintained as segments of adjacent pins and the distance between pins is the pin value. In the course of the algorithm, adjacent pin segments may coalesce; it is necessary to obtain the pin with the least value in any segment; and it is necessary to update the pin values. To implement this algorithm efficiently, we need an efficient data structure for the segment operations (except split) defined above.

The data structure we propose, *segmented winner trees*, represents each segment as a collection of winner trees [2] with each winner tree representing a number of elements that is a power of 2. All winner trees for all segments are compactly represented within an array of size 2n - 1. Because of this, explicit pointers are not used and one can move up and down a tree by performing simple arithmetic operations on the current location within a tree [2].

Two of the already known data structures that could be used to represent our segments are **Leftist trees** and **Fibonacci heaps** [2, 3]. Table 1 compares the complexity of these data structures and that of segmented winner trees. s is the size of the segment involved (in the case of a merge, it is the size of the resulting segment). The complexities are amortized complexities for the case of Fibonacci heaps and worst case per operation complexities for leftist trees and segmented winner trees.

We note that if the updates are restricted to those that only reduce a value, then the amortized update cost for Fibonacci heaps is O(1).

Segmented winner trees are defined in Section 2. Algorithms for the segmented winner tree operations are provided in Section 3. Experimental data comparing the performance of leftist trees, Fibonacci heaps, and segmented winner trees is provided in Section 4.
Table 1: Data structure complexities

2. Segmented Winner Trees

A winner tree is a tree where each node represents the smaller of its children [2]. A segmented winner tree is a complete binary tree [2]. i.e., each node has degree 0 or 2; the leaves are on at most two adjacent levels; if the leaves are on two adjacent levels, then all leaves on the next to last level are at the right end of that level. Figure 2 shows a complete binary tree with 11 leaves and 21 nodes. Node numbers are inside the nodes. The leaves have been numbered left to right. The leaf numbers are given outside the leaves. Note that for every \( m, n \geq 0 \), there is a unique \( m \) node complete binary tree. Further, for every \( n, m \geq 0 \), there is a unique \( m \) leaf complete binary tree. The number, \( m \), of nodes in this complete binary tree is \( 2n - 1 \) when \( n \geq 1 \) and 0 when \( n = 0 \).

A complete binary tree with \( m \) nodes is efficiently stored in an array \( t[1..m] \) with node \( i \) of the tree represented in position \( i \) of the array. The parent of node \( i \) is in position \( i \) div 2, its left child (if it exists) is in position \( 2i \), and its right child (if it exists) is in position \( 2i + 1 \) [2].

To represent a collection of segments with \( n \) elements, we use a complete binary tree with \( n \) leaves. This has \( m = 2n - 1 \) nodes. Element \( i \) is represented by leaf \( i \), where the leaves are numbered 1 through \( n \) left to right (see Figure 2). The position of element \( i \) in the array \( t[1..m] \) is easily obtained using the function Position of Figure 3. In this, \( k \) is a power of 2 such that \( \frac{k}{2} < n \leq k \). So, when \( 8 < n \leq 16, k = 16 \). i.e. \( k = 2^{\log_2 n} \), \( n > 0 \). \( k \) gives the position of element 1. Hence, we expect to find element \( i \) in position \( j = k + i \) unless \( j > n \). In this case, only \( m - k + 1 \) leaves are at the lowest level and \( i > m - k + 1 \). The first leaf on the preceding level is at position \( \left\lceil \frac{n}{2} \right\rceil + 1 + i - (m - k + 1) - 1 = \left\lceil \frac{2n - 1}{2} \right\rceil - (2n - 1) + j = j - n \).

The non leaf nodes of a segmented winner tree are used to maintain winner trees. When we have only one segment, we get a winner tree as defined in [2]. However, when there is more than one segment, several winner trees are embedded in \( t[\ldots] \). Consider the eleven element example of Figure 1. Segment 1 is represented by two winner trees comprised of the nodes labeled \( a \) and \( b \) in Figure 4. The nodes labeled \( a \) form one tree and the node labeled \( b \) forms the other. The nodes labeled \( c, d, \) and \( e \), respectively, form the three winner trees that represent segment 2 while the nodes labeled \( f \) form the single winner tree that represents segment 3. Note that each winner tree embedded in a segmented winner tree is a full binary tree.
Figure 2: An 11 leaf 21 node complete binary tree

function Position(i);
    /* find the position of element i in t[1..m]
        1/2 < n ≤ k */
begin
    j := k + i - 1;
    if j > m then j := j - n;
    Position := j;
end;

Figure 3: Computing the position of element i
The winner trees that represent any segment are obtained by the following rules:

**R1.** All leaf nodes are members of winner trees.

**R2.** A non leaf node is a member of a winner tree iff all the leaves in the subtree of which it is root represent elements from the same segment.

**Lemma 2.1** The minimum number of leaves in a winner tree of height $h$ that represents a portion (or all) of a segment is $2^{h-2} + 1$ for $h \geq 2$ and $1$ for $h = 1$.

**Proof.** When $h = 1$, the winner tree is unique and consists of only a single leaf (i.e., no other nodes are in the tree). For $h = 2$, the winner tree is also unique and is shown in Figure 5(b). It has 2 leaves. Let $N_h$ be the minimum number of nodes in any winner tree of height $h$, $h > 2$. Let $T$ be such a tree. Since the leaves must be on two adjacent levels of $T$ and since $T$ has a minimum number of leaves, all leaves in the right subtree of $T$ are on level $h - 1$. Their number is $2^{h-3}$ (Figure 5(c)). Furthermore, the left subtree of $T$ is a minimum winner tree of height $h - 1$. So, it has $N_{h-1}$ leaves.
Hence, we obtain the recurrence:

\[
N_h = N_{h-1} + 2^{h-3}, \quad h \geq 3
\]

\[
N_2 = 2
\]

Its solution is \( N_h = 2^{h-2} + 1, \quad h \geq 2 \). □

**Lemma 2.2** The following are true for every segment of size \( s, \ s \geq 1 \).

(a) No winner tree in its representation has height \( \geq \log_2(s - 1) + 2 \).

(b) The number of winner trees in its representation is at most

\[
\max\{2\lceil\log_2 \frac{2(s+1)}{3}\rceil, \ 2\lceil\log_2 \frac{s+1}{2}\rceil + 1\}.
\]

**Proof.** (a) Follows from Lemma 2.1.

(b) Suppose that a collection of \( q \) winner trees represents some segment of size \( s \). Assume that the leaves of these winner trees are all at the same level. If \( q = 2k + 1 \) is odd, then since each winner tree has a number of leaves that is a power of 2, \( s \) is at least

\[
2^0 + 2^1 + \ldots + 2^{k-1} + 2^k + 2^{k-1} + \ldots + 2^0
\]

In this sum, each term represents the number of leaves in one of the winner trees that represents the segment. Note that no segment's representation can have more than two winner trees of the same size. From the lower bound on \( s \), we obtain

\[
s \geq 3 \times 2^k - 2
\]

So, \( k \leq \lceil\log_2 \frac{s+2}{3}\rceil \) (the floor results from the observation that \( k \) is an integer). Hence, \( q \leq 2\lceil\log_2 \frac{s+2}{3}\rceil + 1 \).

If \( q = 2k \) is even, then we get

\[
s \geq 2^0 + 2^1 + \ldots + 2^{k-1} + 2^{k-1} + \ldots + 2^1 + 2^0
\]

\[
= 2^{k+1} - 2
\]

So, \( k \leq \lceil\log_2 \frac{s+2}{2}\rceil \) and \( q \leq 2\lceil\log_2 \frac{s+2}{2}\rceil \). Combining the two cases, we get

\[
q \leq \max\{2\lceil\log_2 \frac{s+2}{2}\rceil, \ 2\lceil\log_2 \frac{s+2}{3}\rceil + 1\}
\]

One may verify that this is a tight bound.

Next suppose that the leaves of the winner trees are on two levels with \( s_1 \) leaves at the lowest level \( A \) and \( s_2 \) on the preceding level \( B \). \( s = s_1 + s_2 \). Extend the \( s_2 \) leaves by adding their children (Figure 6). This results in a new segment of size \( s' = s_1 + 2s_2 \) with all leaves on the same level. We shall refer to the new \( 2s_2 \) leaves on level \( A \) as *extended leaves* and to the segment of size \( s' \) as the *extended segment*. The number of winner trees, \( q \), in this extended segment of size \( s' \) is the same as that in the original segment of size \( s \). However, the rightmost tree for the extended segment must have an even number of leaves on level \( A \). When \( q = 2k \), we get

\[
s' \geq 2^0 + 2^1 + \ldots + 2^{k-1} + 2^{k-1} + \ldots + 2^1
\]

\[
= 3 \times 2^k - 3
\]
So, \( k \leq \left\lfloor \log_2 \frac{s^{t+3}}{3} \right\rfloor \) and \( q \leq 2 \left\lfloor \log_2 \frac{s^{t+3}}{3} \right\rfloor \leq 2 \left\lfloor \log_2 \frac{s^{t+2}t+3}{3} \right\rfloor \). Since \( s_1 + s_2 = s \), for any fixed \( s \), \( s_1 \geq 1 \), \( s_1 + 2s_2 \) is maximized when \( s_1 = 1 \) and \( s_2 = s - 1 \). So, \( q \leq 2 \left\lfloor \log_2 \frac{1+2(s-1)+3}{3} \right\rfloor = 2 \left\lfloor \log_2 \frac{s+1}{3} \right\rfloor \). When \( q = 2k+1 \), we get

\[
s' \geq 2^0 + 2^1 + \ldots + 2^k + 2^k + \ldots + 2^1 = 2^{k+2} - 3
\]

Hence, \( k \leq \left\lfloor \log_2 \frac{s^{t+3}}{4} \right\rfloor \) and \( q \leq 2 \left\lfloor \log_2 \frac{s^{t+3}}{4} \right\rfloor + 1 \leq 2 \left\lfloor \log_2 \frac{s+1}{2} \right\rfloor + 1 \). Combining the bounds for the two cases, we get

\[
q \leq \max \{ 2 \left\lfloor \log_2 \frac{2(s+1)}{3} \right\rfloor, 2 \left\lfloor \log_2 \frac{s+1}{2} \right\rfloor + 1 \}.
\]

Since this bound is at least as large as that for the case when all leaves are at the same level, the lemma is proved. One may verify that this is a tight bound in that for every \( s \), \( s \geq 1 \) one can construct a segment of size \( s \) that has the stated number of winner trees.

\[\square\]

**Lemma 2.3** Consider a segment \( l_1 : r_1 \) all of whose elements are represented by leaves at the same level. The height, \( h \), of the rightmost winner tree in its representation is \( \min\{ \left\lfloor \log_2 (r \oplus (r+1)) \right\rfloor, \left\lfloor \log_2 (r - 1 + 1) \right\rfloor + 1 \} \) (\( \oplus \) denotes the exclusive or of the binary representations of its two operands) where \( r = \text{Position}(r_1) \) and \( l = \text{Position}(l_1) \), and the position of the root of this winner tree is \( \left\lfloor \frac{r}{2^{h-1}} \right\rfloor \).

**Proof.** Let \( h \) be the height of the rightmost winner tree for the segment. Since all leaves are at the same level, the number of elements in this winner tree is \( 2^{h-1} \). The
total number of elements in the segment is \( r_1 - l_1 + 1 = r - l + 1 \). So,

\[
2^{h-1} \leq r - l + 1
\]

or

\[
h \leq \lfloor \log_2(r - l + 1) \rfloor + 1
\]

If \( r \) is even, then the rightmost winner tree has height 1. If \( r \) is odd, then elements \( r_1 \) and \( r_1 - 1 \) (if it is in the same segment) can combine into the same tree. If the parent, \( q \), of \( r \) is even then no further combining is possible. If \( q \) is odd, then \( r_1, r_1 - 1, r_1 - 2 \), and \( r_1 - 3 \) can combine provided \( r_1 - 3 \geq l_1 \). In general, the tallest winner tree the rightmost element \( r_1 \) can be in is determined by its nearest ancestor that is even (see Figure 4). i.e., it is determined by the position of the rightmost zero in the binary representation of \( r \). So, when \( r \) is even the rightmost zero is in bit position 0 and the height is 1; when \( r \) is of the form \( XX \ldots XX01 \), the rightmost zero is in position 1 and the height is at most 2; and so on. The position of the rightmost zero in the binary representation of \( r \) is given by \( \lfloor \log_2(r \oplus (r + 1)) \rfloor \). So, \( h \leq \lfloor \log_2(r \oplus (r + 1)) \rfloor + 1 \). The only time the height is smaller than this bound is when the segment has fewer than \( 2^{h-1} \) elements. At this time, the height is \( \lfloor \log_2(r - l + 1) \rfloor + 1 \). Combining, we get:

\[
h = \min\{ \lfloor \log_2(r \oplus (r + 1)) \rfloor, \lfloor \log_2(r - l + 1) \rfloor \} + 1.
\]

The rightmost leaf of the winner tree is at \( r \). Its parent is at \( \lfloor \frac{r}{2} \rfloor \), its grandparent at \( \lfloor \frac{r}{4} \rfloor \), etc. Since the height of the winner tree is \( h \), its root must therefore be at \( \lfloor \frac{r}{2^h} \rfloor \).

\( \square \)

3. The Algorithms

3.1. Initialize\((l_1)\)

To initialize the one element segment \( l_1 : i_1 \), we need merely set \( t[Position(l_1)] = v[i_1] \). Note that a one element segment is represented by a single winner tree that has just the node that represents the element. Initialization clearly takes \( O(1) \) time.

3.2. FindMin\((l_1, r_1, x)\)

To find the smallest element in the segment \( l_1 : r_1 \) we need to examine the roots of the winner trees that correspond to this segment and determine the least value in these roots. We examine these winner trees right to left. Lemma 2.3 is used to determine the root of the rightmost winner tree. However, since Lemma 2.3 applies only to the case when all segment elements are represented by leaves at the same level, we need to simulate the case when this is not true by an equivalent but hypothetical segment for which it is true. This is done by considering the corresponding extended segment as in Figure 6. The FindMin algorithm is given in Figure 7. Since the maximum number of winner trees for a segment of size \( s \) is \( O(\log s) \) (Lemma 2.2), the complexity of the algorithm FindMin is \( O(\log s) \). We assume that the XOR (\( \oplus \)) is done in constant time.

3.3. Update\((l_1, r_1, i_1, y)\)

To update element \( i_1 \) of segment \( l_1 : r_1 \) we need to replay the tournaments played by element \( i \) in its winner tree. i.e., we need to follow the path from element \( i \) to the
procedure FindMin(l_1, r_1, x);
   /* The minimum value in the segment
   l_1 : r_1 is returned in x */
begin
   l := Position(l_1);
   r := Position(r_1);
   x := t[r];
   /* convert two level case to extended segment */
   if (l > r) then r := 2 * r + 1;
   /* examine winner tree roots */
   while r >= l do
      begin
         k := min{ \lfloor \log_2 (r + (r + 1)) \rfloor, \lfloor \log_2 (r - l + 1) \rfloor } /* h - 1 */
         root := r div 2^k;
         x := min(x, t[root]);
         r := r - 2^k; /* right of remaining segment */
      end;
end;
end;

Figure 7: Find minimum value in segment l_1 : r_1
root of its winner tree. The procedure for this is given in Figure 8.

In this procedure, \( l, r, \) and \( i \) are initialized to the positions of \( l_1, r_1, \) and \( i_1, \) respectively and then \( t[i] \) is updated to its new value \( g. \) To restructure the winner tree that contains element \( i_1, \) variable \( i \) will move up the tree resetting values as needed. In order to handle the cases when the leaves are on two levels the same as when they are on one, we again use the concept of an extended segment. In case the leaves are on two levels, \( r \) is changed to \( 2 \times r + 1 \) (line 6) to correspond to the right end of the extended segment. The variable \( a \) gives the number of elements (or extended elements) in the winner tree with root \( i. \) When \( l \) and \( i \) are on different levels, \( i \) has two extended elements below it. Otherwise subtree \( i \) has just one element. \( \text{left} \) and \( \text{right} \), respectively, give the positions of the leftmost and rightmost elements (or extended elements) in the subtree with root \( i. \) These variables are initialized to conform to this definition in lines 7–17. In lines 19 and 20 \( \text{left} \) and \( \text{right} \) are updated to correspond to the positions of the leftmost and rightmost elements (or extended elements) in the subtree whose root is the parent of \( i. \)

Now we are ready to move up the tree containing \( i. \) The parent of \( i \) is a member of a winner tree if all its elements (extended elements) are from the same segment. I.e., if \( \text{left} \geq i \) and \( \text{right} \leq r. \) So long as this is true, we move up to \( i's \) parent. This is done in the while loop of lines 21–31. If \( i \) is odd then its sibling is \( i - 1 \) and the value in its parent should be \( \min\{t[i], t[i - 1]\}. \) When \( i \) is even, its sibling is \( i + 1 \) and its parent should have value \( \min\{t[i], t[i + 1]\}. \) As we move up the tree, \( \text{left} \) and \( \text{right} \) are updated to maintain the invariant: The (extended) elements in the subtree whose root is the parent of \( i \) occupy positions \( \text{left}, \ldots, \text{right} \) (lines 27–30). It is possible to terminate the upward movement of \( i \) earlier than in procedure update. In fact, if \( t[j] \) is unchanged on any iteration (lines 25 and 26), then it will remain unchanged in future iterations. We have not done this so as to keep the code simple. Since the height of the winner tree containing element \( i_1 \) is \( O(\log s) \) where \( s = r_1 - l_1 + 1 \) (Lemma 2.2), the complexity of procedure update is \( O(\log s). \)

### 3.4. Merge\((l_1, r_1, r_2)\)

This is easily accomplished by the invocation of Update\((l_1, r_2, r_1, t[\text{Position}(r_1)])\). A slightly more efficient procedure results by beginning the update while loop (lines 21–31) at the root of the rightmost winner tree of the first segment rather than at a leaf node. This is done in procedure Merge of Figure 9. In this procedure, \( l \) and \( r, \) respectively, denote the positions of the first and last elements of the first segment. \( b \) and \( c \) are the corresponding variables for the second segment. The variables \( a, \text{left}, \) and \( \text{right} \) have the same significance as in procedure Update. In lines 8–13, \( i \) is set to the root of the rightmost winner tree of the first segment and the variables \( a, \text{left}, \) and \( \text{right} \) appropriately initialized. The following while loop is identical to that of procedure Update. The complexity of this procedure is readily seen to be \( O(\log s) \) where \( s \) is the size of the new segment that results from the merge.
procedure Update($l_1, r_1, i_1, y$);
    /* Update element $i_1$ of $l_1 : r_1$ to $y$ */
    begin
        $l := \text{Position}(l_1)$;
        $r := \text{Position}(r_1)$;
        $i := \text{Position}(i_1)$;
        $t[i] := y$;
        if ($l > r$) then $r := 2 * r + 1$; /* leaves on two levels */
        if ($l > i$)
            then
                begin
                    /* $l$ and $i$ on two levels */
                    $a := 2; left := 2 * i; right := left + 1$;
                end
            else
                begin
                    /* $l$ and $i$ on same level */
                    $a := 1; left := i; right := i$;
                end;
        if $i$ is odd
            then $left := left - a$
        else $right := right + a$;
        while ($left \geq l$ and $right \leq r$) do
            begin
                $p := i \div 2; a := 2 * a$;
                if $i$ is odd
                    then $t[p] := \text{min}(t[i], t[i - 1])$
                else $t[p] := \text{min}(t[i], t[i + 1])$;
                $i := p$;
                if $i$ is odd
                    then $left := left - a$
                else $right := right + a$;
            end;
    end;

Figure 8: Updating of the element $i_1$ in segment $l_1, \ldots, r_1$
procedure Merge(l₁, r₁, r₂);
  /* Merge the segments l₁ : r₁ and r₁ + 1 : r₂ */
begin
  l := Position(l₁);
  r := Position(r₁);
  b := Position(r₁ + 1);
  c := Position(r₂);
  if (l > c) then c := 2 * c + 1; /* two levels */
  /* find the rightmost tree in first segment */
  k := min(\lfloor \log_2(r \oplus (r + 1)) \rfloor, \lfloor \log_2(r - l + 1) \rfloor); /* h - 1 */
  a := 2^k;
  i := r \div a; left := i * a; right := (i + 1) * a - 1;
  if i is odd
    then left := left - a
    else right := right + a;
while (left \geq l) and (right \leq c) do
begin
  p := i \div 2; a := 2 * a;
  if i is odd
    then t[p] := min(t[i], t[i - 1])
    else t[p] := min(t[i], t[i + 1]);
  i := p;
  if i is odd
    then left := left - a
    else right := right + a;
end;
end;

Figure 9: Merge two segments
procedure \textit{Add}(l_1, r_1, x); 
/* add \( x \) to the end of the segment \( l_1 : r_1 \) */
begin 
\( r_1 := r_1 + 1; \)
\( l := \text{Position}(l_1); \ r := \text{Position}(r_1); \)
\( t[r] := x; \ i := r; \)
if \( (l > r) \) then 
begin 
\( a := 2; \ left := 2 \times r; \)
end 
else 
begin 
\( a := 1; \ left := r; \)
end;
left := left - a;
while \( (left \geq l) \) and \( i \) is odd do 
begin 
\( p := i \ \text{div} \ 2; \ a := 2 \times a; \)
\( t[p] := \min(t[i], t[i-1]); \)
\( i := p; \ left := left - a; \)
end;
end;

Figure 10: Procedure to add an element to a segment

3.5. \textit{Add}(l_1, r_1, x) 

This is equivalent to the code:

\[
\begin{align*}
r_1 &:= r_1 + 1; \\
Update(l_1, r_1, r_1, x); \\
\end{align*}
\]

As in the case of the merge operation one can obtain a slightly more efficient implementation by customizing the code. The result is procedure \textit{Add} of Figure 10. Its complexity is \( O(\log s) \) where \( s = r_1 - l_1 + 1 \).

3.6. \textit{Split}(l_1, r_1, q) 

To split a segment no work is to be done. This procedure is a null procedure and its complexity is \( O(1) \).
4. Experimental Results

The asymptotic complexity of segmented winners tree was compared to that of the competing data structures: leftist trees and Fibonacci heaps in Table 1. Because of the need to perform updates and splits in the targeted applications, segmented winner trees are expected to generally outperform leftist trees and Fibonacci heaps.

To demonstrate the practicality of segmented winner trees, we benchmarked this data structure against the other two for operations on which these other two structures are known to be very practical. Specifically, we considered the merge and deletemin operations for leftist trees and the merge, deletemin, and delete operations for Fibonacci heaps. For segmented winner trees, the deletemins are accomplished by first finding the minimum element in the segment and then updating this to to have a large value. A delete operation is simply an update to a large value.

The code for the test operations was written in C and run on a SUN SPARCstation SLC. Run times were obtained for $n = 10,000, 25,000, 50,000$ and $100,000$. For each value of $n$ we generated $n$ random values. These formed the $n$ initial segments of size one. Random pairs of adjacent segments were merged until only one segment remained. The time for the last 1000 of these merges was measured and averaged. This experiment was repeated twenty times and the average of the averages obtained. This is reported in Table 2 in the columns labeled “merge”. The times are in microseconds. The Fibonacci heap has the best merge times.

For deletemins, we started with the structures that resulted from the $n$ merges and performed 1000 deletemins. The average time for these was computed and the experiment repeated twenty times. The average of the averages is reported in Table 2 in the columns labeled “deletemin”. The segmented winner tree outperformed the other two data structures.

The experiments for the “delete” operation were performed in an analogous manner and the average of the averages reported in Table 2. Once again, the segmented winner tree exhibited superior performance.

5. Conclusion

We have developed an efficient data structure to perform find min, update, merge, add, and split operations in segmented data (i.e., data partitioned into segments of adjacent elements). This structure is very practical both in terms of run times and space utilization. It was pointed out that leftist trees and Fibonacci heaps do not support all the required operations efficiently. In addition, the space requirements of

<table>
<thead>
<tr>
<th>$n$</th>
<th>Leftist Tree</th>
<th>Fibonacci Heap</th>
<th>Seg. Winner Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>merge</td>
<td>deletemin</td>
<td>merge</td>
</tr>
<tr>
<td>10000</td>
<td>38</td>
<td>204</td>
<td>16</td>
</tr>
<tr>
<td>25000</td>
<td>57</td>
<td>234</td>
<td>16</td>
</tr>
<tr>
<td>50000</td>
<td>76</td>
<td>245</td>
<td>16</td>
</tr>
<tr>
<td>100000</td>
<td>93</td>
<td>280</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 2: Run time comparison
leftist trees and Fibonacci heaps are considerably greater.
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