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1. Introduction

Let P1, P2, ..., Pm be a system of m uniform processors and let the speed of Pi be si. Without loss of generality we may assume s1 ≥ s2 ≥ ... ≥ sm. n independent tasks are to be scheduled on these m processors. Let ti be the length of (or processing time required by) task i. We assume that t1 ≥ t2 ≥ ... ≥ tn. The execution of task i on processor Pi requires ti/si time, 1 ≤ i ≤ n and 1 ≤ j ≤ m. The finish time of a schedule is the time at which all tasks have been executed. A preemptive schedule is a schedule in which one may suspend the execution of a task before its completion and resume its execution at a later time (possibly on a different processor). In a nonpreemptive schedule the processing of a task on a given processor cannot be suspended until its completion. An optimal finish time (OFT) preemptive (nonpreemptive) schedule is a preemptive (nonpreemptive) schedule with minimum finish time among all feasible preemptive (nonpreemptive) schedules for the given independent tasks and uniform processors. The reader is referred to [2] for a more precise definition of these terms.

The problem of obtaining OFT nonpreemptive schedules for a uniform processor system with m ≥ 2 processors is known to be NP-complete (see Karp [7]). Liu and Liu [8] present worst-case bounds on a simple heuristic that obtains approximately optimal OFT schedules. Gonzalez, Ibarra, and Sahni [3] analyze the performance of an LPT (largest processing time first) type heuristic for obtaining near optimal OFT nonpreemptive schedules. Further approximation methods to obtain near optimal schedules for uniform processors are given by Horowitz and Sahni [5].

In this paper we are concerned solely with obtaining OFT preemptive schedules. For this problem Liu and Yang [9] have obtained the following bound on the length of an
OFT schedule. Let \( w \) be the length of an OFT preemptive schedule, let \( T_j = \sum_{i \leq j} t_i \), let \( S_j = \sum_{i \leq j} s_i \), and let \( n \geq m \); then

\[
w \geq \max \left\{ \max_{1 \leq j \leq m} \left\{ \frac{T_j}{S_j}, \frac{T_n}{S_n} \right\} \right\}.
\]

[9] also presents an algorithm that obtains an OFT schedule with this lower bound length for the case \( s_i = 1 \), \( 1 \leq i \leq m \), and \( s_i = 1 \). Horvath, Lam, and Sethi [6] adapt the "critical path" algorithm of Muntz and Coffman [11] to the uniform processor case and obtain an \( O(m^2) \) time algorithm to obtain OFT preemptive schedules. Their algorithm shows that (1) is in fact always an equality, i.e. the length \( w \) of an OFT schedule always satisfies the equality:

\[
w = \max \left\{ \max_{1 \leq j \leq m} \left\{ \frac{T_j}{S_j}, \frac{T_n}{S_n} \right\} \right\}.
\]

The algorithm of [6] generates schedules with an excessive number of preemptions. For \( n \) tasks and \( m \) processors, the schedules generated by this algorithm may have as many as \( n^2(m - 1) \) preemptions.

In this paper we first show that for any set of \( n \) independent tasks and any uniform processor system with \( m \geq 1 \) processors, there exists an OFT schedule with at most \( 2(m - 1) \) preemptions. Hence, there exists a large gap between the worst-case number of preemptions using the algorithm of Horvath et al. and the maximum number of preemptions needed. Our proof that \( 2(m - 1) \) is the maximum number of preemptions needed is constructive and it leads to an algorithm with this property. The time complexity of the resulting algorithm is \( O(n) \). The complexity analysis does not include the time to sort the tasks and processors into order by task length and processor speed, respectively. If this is to be done then the complexity becomes \( O(n + m \log n) \) since our algorithm requires only the largest \( m \) tasks to be sorted (note that heap sort can be used to obtain the \( m \) largest of a set of \( n \) numbers in \( O(m \log n) \) time). This time can be further reduced to \( O(n + m \log m) \) since the \( m \)th largest task can be found in time \( O(m) \) [1]. Having found this task, the \( m \) largest tasks can be found in time \( O(n) \) and then sorted in time \( O(n \log m) \). For the case of identical processors, our algorithm reduces to that of McNaughton [10] and so generates OFT schedules with no more than \( (m - 1) \) preemptions.

2. A Bound for the Maximum Number of Preemptions

In this section we show that every uniform processor system can be optimally scheduled using at most \( 2(m - 1) \) preemptions. The proof of this is constructive. We exhibit an algorithm that generates OFT schedules and show that the resulting schedules have at most \( 2(m - 1) \) preemptions. Our scheduling algorithm uses four scheduling rules, R1-R4. It begins by scheduling tasks one at a time in order of nonincreasing task lengths. Rules R1-R3 are used at this stage. The first task considered is one with largest length. This continues until the next task to be scheduled satisfies one of two conditions (A1) or (A2) (to be specified later). At this time, all unscheduled tasks are scheduled using rule R4. The four rules are specified in a semiformal manner. The mathematical details of the rules are relegated to Section 3, where the algorithm is presented formally. This allows us to concentrate on the important features of the scheduling rules that result in OFT schedules with at most \( 2(m - 1) \) preemptions.

Throughout this section and Section 3, we assume \( n \geq m \). In case \( n < m \) then only the fastest \( n \) processors need be considered and the remaining discarded. Before presenting the rules, we develop some notation and state the conditions (A1) and (A2) referred to above. \( T = \{ p_1, p_2, \ldots, p_j \} \) will represent a subset of the \( m \) processors. We shall denote by \( S_j \) the quantity \( \sum_{i \in T} s_i \). It will be assumed that the \( n \) tasks are ordered such that \( t_1 \geq t_2 \geq \cdots \geq t_n \). \( T_k \) will represent the sum \( \sum_{i=1}^{k} t_i \). \( w \) will be the length of an OFT schedule for the given \( n \) tasks and \( m \) processors. \( w \) is given by (2). By "idle time"
on processor $P_j$ we shall mean time in the interval $[0, w]$ when processor $P_j$ is not processing any task. Thus, idle time is relative to a given partial schedule. We shall denote by $\text{np}(i_1, i_2, \ldots, i_k)$ the number of preemptions in the processors $P_{i_1}, P_{i_2}, \ldots, P_{i_k}$. A disjoint processor system (DPS) is a set of $r \geq 1$ processors $P_{i_1}, P_{i_2}, \ldots, P_{i_r}$ such that $i_1 \leq i_2 \leq \cdots \leq i_r$, and processor $P_{i_j}$ is idle exactly from $u_{i_{j-1}}$ to $u_{i_j}$, $1 \leq j \leq r$, for some $u_0, u_1, \ldots, u_r$ with the property $u_0 = 0$, $u_r = w$, and $u_{j-1} < u_{j_i}, 1 \leq j \leq r$. Note that the np($i_1, \ldots, i_k$) and a DPS are defined relative to a given (partial) schedule.

For a given subset $I$ of processors and a given partial schedule, $J$ will represent the subset of $J$ consisting of those processors in $I$ that have some idle time. $k$ will be the index of the next task to be scheduled by rules R1-R3. As we shall see, when task $k$ is to be scheduled, the cardinality of $I$ will also be $k$. $q_k$ will denote the cardinality of $J$ at this time. The scheduling algorithm will begin with $I = \{P_i\}$ and $k = 1$. At this time no tasks have been scheduled and so $J = \{P_i\}$ and $J$ is a DPS. We shall see that the application of rules R1-R3 will always leave $J$ a DPS. Rules R1-R3 are applied until the next task $k$ to be scheduled is such that either

(A1) $k = m$

or

(A2) $T_k/S_k < w$ and $i_k \leq s_{i_k}$ where $s$ is the speed of the slowest processor that is not in $I$.

During the presentation of the rules R1-R3 we shall show that following the scheduling of task $k$, the following hold:

(B1) the subset $J$ of $I$ is a DPS,

(B2) $\text{np}(i_1, i_2, \ldots, i_{k+1}) + q_{k+1} - 1 \leq 2k$ where $I = \{P_{i_1}, P_{i_2}, \ldots, P_{i_{k+1}}\}$.

The proof of this is by induction on $k$. Clearly, when $k = 0$, no tasks have been scheduled and $I = \{P_i\}$. At this time $J$ is a DPS, $q_1 = 1$ and both (B1) and (B2) hold.

In describing the rules we shall assume that $I$ is partitioned into two disjoint sets $I_1 = \{P_{i_1}, P_{i_2}, \ldots, P_{i_l}\}$ and $I_2 = \{P_{i_{l+1}}, P_{i_{l+2}}, \ldots, P_{i_{k+1}}\}$ such that $l + 1 \neq n$, and $i_k < \cdots < i_{k+1}$. It is easy to see that this can always be done for any arbitrary set $I$ of processors. Depending on the relation between $T_k/S_k$ and $w$, one of rules R1-R3 will be used to schedule the next task $k$.

Rule R1. Condition: $T_k/S_k = w$.

Since the processors in $I$ with idle time form a DPS, task $k$ can be scheduled to use up all the idle time in $I$. Let $P_i$ be the fastest processor such that $P_i \in I$. Replace $I$ by $I \cup \{P_i\}$. Note that now $J = \{P_i\}$ is a DPS.

Clearly, the number of preemptions increases by $q_k - 1$ and $q_{k+1} = 1$. Hence we have:

$$\text{np}(i_1, \ldots, i_{k+1}) + q_{k+1} - 1 = \text{np}(i_1, \ldots, i_k) + q_k - 1 \leq 2(k - 1) < 2k.$$ 

□

Rule R2. Condition: $T_k/S_k > w$.

Let $I = I_1 \cup I_2$, $I_1 = \{P_{i_{l+1}}, \ldots, P_{i_n}\}$ and $I_2 = \{P_{i_{l+1}}, \ldots, P_{i_{k+1}}\}$. By definition of $I_1$ and $I_2$, $P_{i_{l+1}} \in I_1$. Also, $I_2 \neq \emptyset$ as otherwise $j = k$ and $T_k/S_k \leq w$. Rule R3 will be the only rule that adds processors to $I_2$. Since this addition is done by selecting the smallest indexed processor $r$ such that $t' > s_{i_k}$ where $t' \geq t_k$ is the length of the task being scheduled and since $P_{i_{l+1}} \in I_1$, it follows that $i_k \leq s_{i_{l+1}}$. Furthermore, this implies that the DPS in $I$ must include at least one of the processors in $I_2$ as otherwise $T_k/S_k \leq w$.

Having made these observations we readily see that task $k$ may be scheduled as shown in Figure 1. This figure shows only the DPS $J = \{P_{i_{l+1}}, \ldots, P_{i_{k+1}}\}$ of $I$ and the processor $P_{i_{l+1}}$. The unshaded regions represent idle time in the interval $[0, w]$ before task $k$ is scheduled. In scheduling this task, all the idle time in $I_1$ is used up. All this idle time can be used since $T_k/S_k > w$. Enough idle time from $I_2$ is used so that the remaining processors with idle time form a DPS. The observation $i_k \leq s_{i_{l+1}}$ guarantees that task $k$ may be so scheduled. If the processing of task $k$ is assigned to $P_{i_{l+1}}$ and to $k'$ of the processors in $I$ then the number of preemptions increases by $k'$ and the DPS left
behind consists of at most $q_k - k' + 2$ processors. Hence, replacing $I$ by $I \cup \{P_{j+1}\}$ we have:

\[
np(i_r, \ldots, i_{r+1}) + q_{k+1} - 1 \leq np(i_r, \ldots, i_k) + k' + q_k - k' + 2 - 1 \leq 2(k - 1) + 2 = 2k.
\]

One may readily verify that the new $J$ satisfies B1. The exact distribution of task $k$ over the processors will be specified in Section 3. At this time it is sufficient to realize that the distribution can be done in the manner described above. $\square$

**Rule R3.** Condition: $T_e/S_i < w$.

Let $P_j$ be the highest indexed processor such that $P_j \in I$ and $t_k > s_P$. One may show that $j$ is larger than the largest index of a processor in $I$. To see this, let $P_e$ be the largest indexed processor in $I$. If $P_e$ was included in an application of either R1 or R2 or if $r = 1$ then clearly $P_j \in I$ for all $i \leq r$. Hence $j$ must be greater than $r$. If $P_e$ is included during an application of R3 then let $k'$ be the value of $k$ when $P_e$ is included. From R3 it follows that $t_k \leq s_P$ for all $i < r$ and $P_j \notin I$. Hence, if $t_k > s_P$, $j > r$. Also, note that since (A2) does not hold for task $k$, $P_j$ must exist. Task $k$ is assigned to $P_j$ and to some of the processors $J = \{P_{k+1}, \ldots\}$ in $I$ that form a DPS. Figure 2 shows the processor $P_j$ and the set $J$. The assignment is carried out in such a way as to leave behind a DPS. Clearly, the conditions under which this rule is applied guarantee that this may be done. The details are left to the algorithm. Unshaded areas in the figure represent idle time before task $k$ is scheduled.

$I$ is replaced by $I \cup \{P_j\}$. The analysis showing that $np(i_r, \ldots, i_{k+1}) + q_{k+1} - 1 \leq 2k$ is identical to that for rule R2. One may readily verify that the new $I$ has all the desired properties. $\square$

**Rule R4.** Condition $k = m$ or $(t_k \leq s_P$ for all $P_j$ not in $I$ and $T_e/S_i \leq w$).

First, let us assume $k \neq m$. Let $P_{i_1}, \ldots, P_{i_n}$ be the processors not in $I$, ordered so that $r_1 \geq r_2 \geq \cdots \geq r_t$. Let $i$ be the smallest index such that $\sum_{k \in J_i} t_k \geq w \sum_{k \in J_i} s_k$. If there is no such $i$, let $i = n$. 

![Diagram](https://via.placeholder.com/618x850)
(i) When $\sum_{i \leq k} t_j \leq w \sum_{i \leq k} s_j$, then the tasks $k, k + 1, \ldots, i$ may be scheduled on $P_r, P_{r_1}, \ldots, P_{r_k}$ using a procedure similar to that suggested by McNaughton [10] for identical processors. Processors are scheduled in the order $P_{r_i}$ before $P_{r_{i+1}}$ before $P_{r_{i+2}}$, etc. Each processor is scheduled to the left (Figure 3). Since for any task $k'$ with $k \leq k'$ and processor $P_j$ with $r_1 \leq r_1 \leq r_t$, we have $t_{k'} \leq w s_j$, it follows that if $k'$ is preempted, it can be completed on the next processor without overlap in processing.

The scheduling of tasks $k, k + 1, \ldots, i$ in this way introduces at most $l - 1$ preemptions. If $i \neq n$ then $\sum_{i \leq k} t_j = w \sum_{i \leq k} s_j$ and by definition of $w$, the remaining tasks $i + 1, \ldots, n$ may be trivially scheduled on the $q_k$ processors forming the DPS of $I$.

This is similar to Figure 4 and introduces at most another $q_k - 1$ preemptions. Hence, in this case, at most $q_k + l - 2$ additional preemptions are needed. Since the cardinality of $I$ is $k', l = m - k$. For the partial schedule created by rules R1-R3 we have from (B2):

$$np(i_1, i_2, \ldots, i_k) + q_k - 1 \leq 2(k - 1).$$

Hence, the complete schedule resulting from the application of rule 4 we have:

$$np(1, 2, \ldots, m) \leq 2(k - 1) - q_k + 1 + q_k + m - k - 2 = m + k - 1 \leq 2(m - 1).$$

(ii) If $\sum_{j \leq k} t_j > w \sum s_j$, then all the tasks may be scheduled on $P_{r_1}, P_{r_2}, \ldots, P_{r_k}$ as described in Figure 3. A fraction of task $i$ to fit the remaining space on $P_{r_i}$ is scheduled on $P_{r_i}$. The rest of task $i$ is scheduled on the DPS of $I$ beginning with the fastest processor in $I$ (Figure 4). In this figure, the processors in $I$ are drawn in nondecreasing order of speed. To see that task $i$ can be scheduled without overlapping its processing on $P_{r_i}$, let $P_{r_{i+1}}$ be the last (slowest) processor in the DPS of $I$ on which task $i$ also gets scheduled. If $s_{r_{i+1}} \leq s_i$, then this follows from the fact that $T_{r_{i+1}}/s_{r_{i+1}} \leq w$ and $t_i \leq t_k$. When $s_{r_{i+1}} > s_i$, the nonoverlap is ensured by the condition $t_i \leq t_k \leq s_i w$. The remaining tasks $i + 1, \ldots, n$ may now be trivially scheduled in the idle time remaining on the processors that formed the DPS of $I$. This is similar to scheduling tasks $i + 1, \ldots, n$ in case (i). Once again, before the application of rule 4, we have:

$$np(i_1, i_2, \ldots, i_k) + q_k - 1 \leq 2(k - 1).$$

The scheduling above introduces at most $l + k' - 1$ preemptions for the tasks $k, \ldots, i$ and another $q_k - k'$ for the remaining tasks. Hence, for the complete schedule we have:
np(1, 2, ..., m) \leq 2(k - 1) - q_k + 1 + q_k + m - k - 1 = m + k - 2 < 2(m - 1).

(iii) When k = m, the tasks k, ..., n have to be scheduled on the DPS of I. From the definition of w, there is enough space here for this. The scheduling is similar to the DPS scheduling of (i). At most q_k - 1 preemptions are introduced. Hence, we have

np(1, 2, ..., m) \leq 2(m - 1) - q_k + 1 + q_k - 1 = 2(m - 1).

The analysis of the above rules leads to the following theorem:

**Theorem.** For every system of m uniform processors and n tasks there exists an O.F.T. schedule with at most 2(m - 1) preemptions.

It is interesting to note that if all processors are identical then condition (A2) holds for k = 1 and the theorem calls only for the application of R4. R4 in this case behaves exactly as McNaughton's rule [10] and so at most m - 1 preemptions are introduced. The following example shows that for every m, there exists a system of m uniform processors and m tasks such that every O.F.T. schedule requires at least 2(m - 1) preemptions. Hence, the bound of the theorem is tight.

**Example.** Let k > 1, s_i = k, 1 \leq i < m, and s_m = 1. Let t_i = k - (k - 1)/m, 1 \leq i \leq m.

For this system we have T_i/S_i < 1, 1 \leq i < m, and T_m/S_m = 1. Hence, w = 1 and in every O.F.T. schedule, none of the m processors is idle in the interval [0, 1]. As a result of this, all m tasks must finish at the same time. If this is to happen then each of the m tasks must spend some time on P_m. Let the sequence of task executions of P_m in an O.F.T. schedule with minimum preemptions be \alpha_1, \alpha_2, ..., \alpha_p, where p \geq m. Clearly, for
tasks α₁ and αₙ, there is at least one preemption and for the remaining tasks at least two preemptions. Hence, the total number of preemptions is at least 2(m – 1).

3. The Algorithm

Our algorithm to obtain an OFT schedule with at most 2(m – 1) preemptions is simply a restatement of rules R1–R4. It is presented as a series of five procedures: SCH, RULE_R1, RULE_R2, RULE_R3, and RULE_R4. SCH schedules n tasks on m uniform processors. We may assume n ≥ m. SCH makes use of RULE_R1, RULE_R2, RULE_R3, and RULE_R4. Since these four procedures are invoked only from one point in SCH, any implementation of these five procedures would probably combine all five procedures into one.

Before presenting the procedures, we describe the significance of various variable names and also the data structures used. Procedure SCH obtains an OFT schedule for n tasks on m processors. The length of this schedule is at most w. The task times are T(1) ≥ T(2) ≥ ⋯ ≥ T(n) and the processor speeds are S(1) ≥ S(2) ≥ ⋯ ≥ S(m). Using the notation of Section 2, we represent the set I = I₁ ∪ I₂ using different representations for I₁ and I₂. I₁ is simply represented by the integer j which is the highest index of a processor in I₁. I₂ is represented as a singly linked list where each node has exactly one field: LINK, f points to the first node in this list and e to the last node. s is the index of the slowest processor not in I. When the processor with index m has been included in I then either the next task to be scheduled has index m or for the next task k we have T(k) < wS(s). In either case application of rules R1–R3 terminates. Hence it is sufficient to just set S(m + 1) = M for some number M for which T(k) < wM. This is done in line 4.

The DPS of i is represented as a sequential list in the one-dimensional array D with p and q being pointers to the first and last elements in the DPS, respectively. The DPS is made up of processors D(p), D(p + 1), ⋯, D(q) and S(D(p)) ≥ S(D(p + 1)) ≥ ⋯ ≥ S(D(q)). Since the DPS will always have at least one processor, it isn’t necessary to explicitly check for an empty DPS. Another one-dimensional array F is used to indicate the end of the idle interval on a processor in the DPS. Thus processor D(q) is idle from 0 to F(q) and if p ≠ q then processor D(i) is idle from F(i + 1) to F(i), p ≤ i < q.

To aid in the implementation of rule R3 the variable v is used. At any time v is the largest index such that P_v ∈ I₁.

For each task being scheduled, the output includes a list of processors together with the time for which the task is to be processed on each processor.

The procedures for the four rules are written with no parameters as they will actually be written into SCH. Hence, all variable names have the same meaning as in SCH. w is as given by (2). The procedures are written in SPARKS. The reader unfamiliar with some of the constructs used is referred to [4] for clarification.

```
procedure SCH(n, m, T, S, w)
   // obtain an OFT schedule with length less than or equal to w
   1 declare T(n), S(m + 1) LINK(m), D(m), F(m)
   2 j ← 1; f ← 0 // initialize I₁ and I₂
   3 D(p) ← p ← q ← 1; D(q) ← w // initialize DPS
   4 S(m + 1) ← T(1)/w + 1; x ← m
   5 T_s ← T(1); S_s ← S(1); k ← 1
   // use rules R1–R3
   6 while k < m and (T_s/S_s ≥ w or T(k) > w + S(t)) do
      7 print("Schedule for task", k)
      8 case
      9 : T_s/S_s = w: call RULE_R1
      10 : T_s/S_s > w: call RULE_R2
      11 : T_s/S_s < w: call RULE_R3
      12 end
      13 k ← k + 1; T_s ← T_s + T(k)
```
The algorithm for rule R2 begins by scheduling the task $k$ preemptively on the processors of $I_1$. This is done in lines 2-6. From the discussion of this rule in Section 2, we know that $I_2$ is not empty and that not all of task $k$ can be scheduled in $I_1$. $T_1$ denotes the amount of processing that has been thus far assigned to processors. Lines 8-12 use up all idle time on processors in $I_2$ until we reach a processor $P_{(p)}$ that permits the construction of the new DPS. The condition of line 8 correctly determines this processor. Line 13 allocates the remaining processing to $P_{(p)}$ in such a way that the processors of $I$ with idle time form a DPS. Thus task $k$ is scheduled on $P_{(p)}$ from time 0 to time $T_2$ and on $P_{(p)}$ from $T_2$ to $F(p)$. $T_2$ must therefore satisfy the following equality:

$$T_1 + T_2 * S \{j + 1\} + (F(p) - T_2) * S(D(p)) = T(k),$$

from which we get:

$$T_2 = (T(k) - T_1 - F(p) * S(D(p)))/(S(j + 1) - S(D(p))).$$

Lines 16-21 simply update the DPS, $I_1$, and $I_2$. Note that the values of $v$ and $s$ remain unchanged.
In the algorithm for rule R3 lines 1–3 determine the next processor to include in I. Lines 4–8 update I1 or I2. From the definition of v it follows that if I1 is being updated then I2 must be empty. In line 9 s is updated to m + 1 in case the slowest processor $P_m$ has been included. It is now the case that for the remaining tasks the task time is less than the processor time available on any processor not in I. I1 represents the real time up to which the schedule for task k has been built and I2 represents the amount of $T(k)$ that has been scheduled up to time $T1$. I3 is the processing capability left on the next processor $P_{neq}$ to be considered. If the entire capability $T3$ is used then to schedule the remainder of task k on P, we will have to schedule task k on P from T4 to w. The three cases of lines 14–25 appropriately schedule task k. In case $T4 \leq F(q)$ then it is necessary to use the entire interval from T1 to F(q) on $P_{neq}$. If $T4 = F(q)$ then the processing of task k can be completed on P from T4 to w. This will leave behind a DPS (Figure 2). If $T4 < F(q)$ then more of task k has to be scheduled on the DPS of I. When $T4 > F(q)$ then not all of the idle time on $P_{neq}$ is to be used. In this case we determine a time $T5$ such that if k is processed on $P_{neq}$ from T1 to T5 then it can be completed on P, from T5 to w. This would leave behind a DPS in I. T5 must be such that the processing on $P_{neq}$ (i.e. $(T5 - T1) \times S(D(q))$) plus the processing on P (i.e. $(w - T5) \times S(v)$) equals the remaining processing requirement of task k (i.e. $T(k) - T2$). Solving for $T5$ we get

$$T5 = (T(k) - T2 + T1 \times S(D(q)) - wS(v))/(S(D(q)) - S(v)).$$

**procedure RULE.R3**

# schedule task k when $T_j/S_i < w$ and $T(k) > sw$

1. repeat # find processor to include in I#
2. \[ v \leftarrow v + 1 \]
3. until $T(k) > S(v) \times w$
4. if $v = f + 1$ then \[ j \leftarrow v \] # update I1, #
5. else \[ LINK(v) \leftarrow 0 \]
6. if $f = 0$ then \[ j \leftarrow e \leftarrow v \]
7. else \[ LINK(v) \leftarrow v; e \leftarrow v \]
8. if $v = m$ then \[ s \leftarrow m + 1; S_i \leftarrow S_i + S(v) \] # schedule task k #
9. $T1 \leftarrow T2 \leftarrow 0$
10. repeat
11. $T3 \leftarrow (F(q) - T1) \times S(D(q))$
12. $T4 \leftarrow w - (T(k) - T2 - T3)/S(v)$
13. case
14. : $T4 < F(q)$: print("Processor", D(q), "From", T1, "To", F(q))
15. $q \leftarrow q - 1; T2 \leftarrow T2 + T3; T3 \leftarrow F(q)$
16. : $T4 = F(q)$: print("Processor", D(q), "From", T1, "To", F(q))
17. print("Processor", v, "From", F(q), "To", w)
18. $D(q) \leftarrow v; return$
19. : $T4 > F(q)$: $T5 \leftarrow (T(k) - T2 + T1 \times S(D(q)) - wS(v))/(S(D(q)) - S(v))$
20. print("Processor", D(q), "From", T1, "To", T5)
21. $q \leftarrow q + 1; D(q) \leftarrow v; F(q) \leftarrow T5$
22. return
23.
24. end
25. forever
26. end RULE.R3

The last procedure, RULE.R4, is straightforward and so is not presented.

**ANALYSIS OF THE SCHEDULING ALGORITHM.** First, let us analyze RULE.R1 through RULE.R3. Since at most $m$ processors can enter the DPS, the total time for DPS additions and deletions is $O(m)$. The same reasoning leads us to conclude that the total update time for I1 and I2 (lines 8–11 of RULE.R1 and lines 18–21 of RULE.R2) is also $O(m)$. The remaining portions of these three procedures takes $O(1)$ for each call
of the procedure. Since the total number of calls is at most \( m \), the total time spent in these three procedures is \( O(m) \).

The procedure RULE.R4 may be easily implemented to work in \( O(n) \) time. Hence, the time complexity of SCH is \( O(n + m) \). Since we may assume \( n \geq m \), we have \( O(n) \) as the complexity of SCH.
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