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Abstract—We develop an $O(k \log (k) + n)$ algorithm, where $n$ is the number of vertices in the polygon and $k$ the number of vertical inversions, to decompose rectilinear polygons into rectangles. This algorithm uses horizontal cuts only and reports nonoverlapping rectangles whose union is the original rectilinear polygon. This algorithm has been programmed in Pascal on an Apollo DN320 workstation. Experimentation with rectilinear polygons from VLSI artwork indicates that our algorithm is significantly faster than the plane sweep algorithm and the algorithm proposed in [5].

Key words and phrases: polygon decomposition, computational geometry, time complexity.

I. INTRODUCTION

THE PROBLEM OF decomposing a polygon into basic components has applications in computer graphics, data bases, image processing, VLSI layout, and artwork analysis [5], [15], [13], [3]. The development of efficient algorithms to decompose a polygon has been the focus of much research. For example, Keil [8] develops polynomial time algorithms to decompose a simple polygon (i.e., one with no holes) into convex polygons, spiral polygons, star-shaped polygons, and monotone polygons. These algorithms minimize the number of simpler components without introducing any Steiner points. Liu and Ntafos [10] consider the case when Steiner points are allowed. They develop a linear time algorithm to partition a simple monotone polygon into a minimum number of star-shaped polygons.

Asano et al. [1] present an $O(n^2)$ algorithm ($n$ being the number of polygon vertices) to decompose a polygon with no holes into a minimum number of trapezoids. When the polygon has holes, this decomposition problem is NP-complete [17], [1]. In [11], an $O(n \log n)$ algorithm to partition a rectilinear polygon into a minimum number of uniformly monotone rectilinear polygons is developed. An $O(n^2)$ algorithm to find a maximum set of independent chords in a circle is used, in [12], to partition simple polygons into a minimum number of uniformly monotone polygons.

In this paper, we are concerned solely with the decom-
Fig. 1. Rectilinear polygons. (a) No holes (hole-free). (b) With holes.

Fig. 2. Rectilinear polygon decomposition. (a) Horizontal and vertical cuts. (b) Only horizontal cuts.

Fig. 3. All possible horizontal and vertical line segments that join two internal corners.

where $H$ is the number of horizontal segments in the boundary of the original polygon. Hence,

$$\min \{ R_H, R_V \} = H - \max \{ p_V, p_H \} - 1 \leq H - \frac{p}{2} - 1 \leq R_{HV} + \frac{p}{2}.$$ 

Also, since $p$ segments create $p + 1$ polygons, $p < R_{HV}$. So,

$$\min \{ R_H, R_V \} < \frac{3}{2} * R_{HV}.$$ 

Fig. 4 gives an example that approaches this bound asymptotically.

One application of horizontal cut decomposition is corner stitching [15]. This results in fast algorithms for interactive VLSI layout editing. An algorithm for horizontal cut decomposition is given in [5]. This is reproduced in Fig. 5. This algorithm has a worst-case complexity of $O(n^2)$, though it is expected to do better than this on many polygons. An $O(n \log n)$ algorithm for horizontal cut decomposition is trivially obtained by performing a plane sweep using a vertical (or horizontal) scan line.

In this paper, we develop a new algorithm to decompose a hole-free rectilinear polygon into a minimum number of rectangles using only horizontal cuts. Our new algorithm takes advantage of the fact that polygons that arise in practice have a small number of vertical and horizontal inversions (defined below) relative to the number of vertices. The number of vertical inversions $k_V$ of a hole-free rectilinear polygon is obtained by traversing the vertices of the polygon in anticlockwise order. This traversal begins at a vertex with least y coordinate. Of the several vertices that have this y value, the one with least x is chosen. This vertex, denoted $\sigma$, is called the start or $\sigma$ vertex.

Consider the sequence of distinct y values encountered in the traversal. This sequence is initially increasing, then decreasing, then increasing, then decreasing, etc. The tail end of this sequence is always decreasing. Each time the sequence changes from increasing to decreasing, there is a vertical inversion.

Example: For the polygon of Fig. 6(a), the y value sequence is $y_1 < y_2 < y_3 < \cdots < y_{14} > y_{15} \cdots > y_{20}$. There is one vertical inversion in the sequence. Fig. 6(b) shows a polygon with two vertical inversions and Fig. 6(c) shows one with three vertical inversions.

The number of horizontal inversions is defined in an analogous manner. This time, the anticlockwise traversal begins at a vertex with least x value. Of the several vertices that have this x value, the one with the lowest y value is used. This start vertex is called the $\pi$ vertex. We consider the sequence of distinct x values encountered during the traversal. This sequence is initially increasing, then decreasing, then increasing, then decreasing, etc. The tail
Fig. 5. Algorithm of Gourley and Green [5] to dissect hole-free rectilinear polygons using horizontal lines.

Fig. 6. Polygons having different numbers of inversions. Start vertex for vertical inversions is labeled $a$. Start vertex for horizontal inversions is labeled $q$. (a) $k_v = 1$, $k_H = 6$. (b) $k_v = 2$, $k_H = 6$. (c) $k_v = 3$, $k_H = 3$.

The end of the sequence is always decreasing. Each time the sequence changes from increasing to decreasing, there is a horizontal inversion. Let $k_H$ be the number of horizontal inversions. For the examples of Fig. 6(a), (b), and (c), $k_H = 6, 6,$ and $3$, respectively. We define the number of inversions $k$ to be: $k = \min \{k_v, k_H\}$. For the examples of Fig. 6(a), (b), and (c), $k = 1, 2,$ and $3$, respectively.

Table I gives inversion statistics for a sample of 2869 polygons taken from VLSI mask data provided by Sperry Corp. Table II gives the distribution of polygons in this sample set by the number of vertices. As can be seen, the number of inversions $k$ is "small." In fact, over 85 percent of the polygons have only one inversion (i.e., $k = 1$) and over 95 percent have at most two (i.e., $k \leq 2$)!

Neither the scan line method nor that of [5] attempts to take advantage of this observation. In the next section we describe a new algorithm for horizontal cut decomposition that does take advantage of the observation that many rectilinear polygons that arise in practice have a small number ($k$) of inversions. The complexity of this algorithm is $O(k \log k + n)$. Experimental data provided in Section III indicate that our algorithm is superior to the scan line method and to the algorithm of [5] when $k$ is small relative to $n$. 
II. Our Algorithm

A. Terminology

Definition: A vertical wall is a maximal boundary of a polygon that satisfies the following:

1) The first and last edges of the vertical wall are vertical edges. The first edge is called the top of the wall and the last edge the bottom.
2) The y coordinates of the horizontal edges, if any, of the vertical wall decrease from top to bottom.

The polygon of Fig. 6(a) has two vertical walls. The top of the first vertical wall is labeled A and its bottom B in the figure. The top of the second vertical wall is labeled C and its bottom is labeled D. The polygon of Fig. 6(b) has four vertical walls. Their tops are labeled A, C, E, and G while their bottoms are labeled B, D, F, and H, respectively. The polygon of Fig. 6(c) has six vertical walls. The tops are A, C, E, G, I, and K and the bottoms B, D, F, H, J, and L. It is easy to prove the following lemmas.

Lemma 1: A rectilinear polygon has k vertical inversions iff it has 2 + k vertical walls.

Lemma 2: No two vertical walls of a rectilinear polygon intersect.

Definition: A left vertical wall is one for which the area immediately to the right of its vertical edges is part of the polygon interior (or, equivalently, the area immediately to its left is exterior to the polygon). A vertical wall that is not a left vertical wall is a right vertical wall.

A vertical wall with top edge A and bottom edge B is called an AB vertical wall. Wall AB of Fig. 6(a) is a left vertical wall while vertical wall CD is a right vertical wall. The left vertical walls of Fig. 6(b) are AB and GH and the right vertical walls are CD and EF. The vertical walls AB, EF, and IJ of Fig. 6(c) are left vertical walls while walls CD, GH, and KL are right vertical walls.

Lemma 3: If the boundary of a rectilinear polygon is traversed in anticlockwise order, starting at the a vertex, then the first vertical wall encountered is a right vertical wall, the next a left, the next a right, and so on. Left and right vertical walls alternate in this traversal.

Let XY be a vertical wall. X is its top edge and Y its bottom edge. ytop(XY) is the maximum y coordinate of X (note X is a vertical edge). ybottom(XY) is the minimum y coordinate of Y. xtop(XY) and xbottom(XY) are, respectively, the x coordinate of X and Y. xcoord(XY, y) is such that (xcoord(XY, y), y) is a point on a vertical edge of XY. If there are two possibilities for the xcoord(XY, y), then either may be used.

Definition: Let XY and WZ be two vertical walls. XY is to the left of WZ iff either

ybottom(XY) ≤ ytop(WZ) ≤ ytop(XY)
and
xcoord(XY, ytop(WZ)) < xtop(WZ)

or

ybottom(WZ) ≤ ytop(XY) ≤ ytop(WZ)
and
xtop(XY) < xcoord(WZ, ytop(XY)).

Fig. 7 shows two examples of vertical wall pairs XY and WZ such that XY is to the left of WZ. We write XY < WZ when XY is to the left of WZ. Fig. 8 shows two examples of vertical wall pairs XY and WZ such that neither XY < WZ nor WZ < XY.

Let < be the transitive closure of < (i.e., XY < WZ iff there exists a (possibly empty) sequence of vertical walls such that XY < · · · < WZ). It is easy to see that < defines a partial order on the vertical walls of any rectilinear polygon [6] (to see this, we merely observe that < is irreflexive and transitive).

Horizontal walls and their associated terminology are defined analogously.

Definition: A horizontal wall is a maximal boundary of a polygon that satisfies the following:

(i) The first and last edges of the wall are horizontal edges. The first edge is called the left end of the wall and the last the right end.
(ii) The x coordinates of the vertical edges (if any) increase from left to right.

An upper wall is a horizontal wall for which the area immediately below the horizontal edges is part of the polygon interior. A horizontal wall that is not an upper wall is a lower wall.

Lemmas 1, 2, and 3 have their obvious analogues for horizontal walls.

Because the overwhelming majority of polygons used
B. $k = k_v$

1) $k = 1$: When $k = 1$, the polygon has two vertical walls. One is a left vertical wall and the other is a right vertical wall. The rectangular decomposition may be obtained by starting at the bottom of each vertical wall and advancing to the top. During this vertical wall traversal, we use two pointers $i$ and $j$. The pointer $i$ traverses the vertical edges of the left vertical wall and $j$ those of the right vertical wall.

Consider the partial polygon of Fig. 9. Initially, $i = a$ and $j = 1$. The first rectangle is obtained by drawing a horizontal edge from the top of 1 to edge $a$. This is a correct rectangle as there can be no vertical wall between the left and right vertical walls being traversed. The pointer $j$ is advanced to the next vertical edge, 2, on the right vertical wall. At this time, a horizontal edge to 2 is drawn from the top of $a$ and $i$ advanced to $b$. Since the tops of $i$ and $j$ edges are the same, $i$ and $j$ are both advanced following the drawing of the next rectangle. This process continues until the tops of the left and right vertical walls are reached.

2) $k = 2$: Polygons with $k = 2$ have four vertical walls (Lemma 1). When the boundary of the polygon is traversed in anticlockwise order beginning at the $\sigma$ vertex, the vertical walls are encountered in the order $R_1$, $L_1$, $R_2$, $L_2$, where $R_1$ and $R_2$ are right vertical walls and $L_1$ and $L_2$ are left vertical walls (Lemma 3). At the top of vertical wall $R_1$, there are two choices for the direction of the horizontal edge (left and right). If the polygon moves right at the top of $R_1$, then at the bottom of $L_1$ it must also move right. Otherwise, the remaining two vertical walls cannot close the polygon. If the polygon moves left at the top of $R_1$, then at the bottom of $L_1$, it may move either left or right. Once this choice has been made, the direction at the top of $R_2$ is determined. The three cases are shown in Fig. 10.

The three cases of Fig. 10 are handled separately as described below:

**Case (a)**

(i) Start at the bottom of $L_2$ and $R_1$ cutting off rectangles as for the case $k = 1$. Stop when the top of $R_1$ is reached.

(ii) Repeat (i) using $L_1$ and $R_2$. Stop when the top of $L_1$ is reached.

(iii) Process the remainder of $L_2$ and $R_2$.

**Case (b)**

(i) Start at the bottom of $L_2$ and $R_1$ cutting off rectangles as for the case $k = 1$. Stop when the bottom of $R_2$ (or $L_1$) is reached.

(ii) Process the remainder of $L_2$ and $R_2$ as for the case $k = 1$.

(iii) Process the remainder of $R_1$ and $L_1$ as for the case $k = 1$. 

in practice are expected to have $k = \min \{ k_v, k_H \}$ of 1 of 2, we treat these as special cases. At the top level, our algorithm is divided into two parts: one for the case $k = k_v$ and the second for the case $k = k_H$ (in case $k_v = k_H$, either part may be used). For each of these parts, there are three subparts: one for the case $k = 1$, another one for the case $k = 2$, and the third for the case $k > 2$. 

---

Fig. 7. Examples of vertical wall pairs $XY$ and $WZ$ such that $XY$ is to the left of $WZ$, i.e., $XY < WZ$.

Fig. 8. Examples of vertical wall pairs which do not interact. Neither $XY < WZ$ nor $WZ < XY$. 

---

...
Case (c)

(i) Start at the bottom of L2 and R1 cutting off rectangles as for the case \( k = 1 \). Stop when the top of L2 is reached.

(ii) Process L1 and R2 starting at the bottom. Stop when the top of R2 is reached.

(iii) Process the remainder of L1 and R1.

3) \( k > 2 \): While we could develop custom algorithms for each of the cases \( k = 3, k = 4, \ldots, k = q \), the statistics of Table I indicate that not much is to be gained beyond \( k = 2 \). Hence, for \( k > 2 \) we develop a general algorithm. The major steps in this general algorithm are described below:

Step 1: Traverse the polygon in counterclockwise order determining the top and bottom of each vertical wall. This traversal may begin at any vertex. Following this traversal, the \( \sigma \) vertex may be identified.

Step 2: If the number \( k \) of vertical inversions is 1 or 2 (i.e., number of vertical walls is less than 5), then the decomposition is obtained using the strategy of Sections II-B-1 and II-B-2. So, assume \( k > 2 \).

Step 3: For each pair of vertical walls \( i, j \) determine if \( i < j \) or \( j < i \).

Step 4: Obtain a topological order from the partial order specified by the ‘<’ relation constructed in step 3.

Step 5: Obtain the rectangular decomposition by processing the vertical walls in the topological order of step 4.

An example will help illustrate the details of the processing that is involved. Consider the polygon of Fig. 11(a). It has the eight vertical walls AC, HF, IJ, OK, PP, QQ, EE, and DD. The relation < is shown in Figure 11(b). A topological order for the vertical walls is: AC, DD, EE, HF, IJ, QQ, PP, OK. It should be evident that the first vertical wall in topological order will always be a left vertical wall. This first vertical wall AC is the current left vertical wall.

The next vertical wall in the topological order is DD. Since DD is a right vertical wall, we can process the current vertical wall and DD to cut off the rectangles 1, 2, and 3 shown in Fig. 11(a). Following this, the current left vertical wall consists of just the segment \( c_1, c_2 \).

The next vertical wall in the topological order is EE. Since EE is a left vertical wall, it is just appended to the current left vertical wall. Actually, the current left vertical wall is maintained as a collection of vertical wall segments, in this case \( c_1, c_2 \) and EE. Next, the vertical wall HF is encountered. As it is a right vertical wall, it may be processed with respect to the current left vertical wall to get the rectangles 4, 5, 6, and 7 of Figure 11(a). Following this, the current left vertical wall consists of the segment \( e_1, e_2 \). Next, IJ is appended to the current left vertical wall. Then QQ is processed and so on.
The correctness of the procedure described above follows from the fact that when the current left vertical wall and a right vertical wall are processed, there are no vertical walls in between. This is guaranteed by the topological order obtained from the relation ‘<’.

4) Implementation and Complexity: We assume that the input is an array of polygon edges in anticlockwise order. From this, k can be determined in O(n) time by traversing the edges in the input order. During this traversal, the top (and hence bottom) of each vertical wall can be identified. With this information the case k = 1 is easily solved in O(n) time. If k = 2, we can resolve which one of the cases (a), (b), or (c) the given polygon falls into by determining the direction the polygon takes at the top of R1 and bottom of L1. The processing of each case can easily be done in O(n) time. For the case k > 2, we describe two different implementations. The first uses simple data structures and is suitable when k is small. The second uses more complex data structures, has a smaller asymptotic complexity, and is suitable when k is large.

a) Implementation for small k: When k is small, the relation i < j may be constructed in O(k^2 \log (n/k)) time. There are k(k - 1)/2 pairs (i, j) to be considered and the computation of x_coord can be done in O(log m) time using a binary search on a vertical wall with m vertical segments. The topological ordering of the vertical walls can be done in O(k^2) time (see [6] for example). This leaves us with the processing of step 5.

To implement step 5 efficiently, we need a good data structure for the current left vertical wall. The current left vertical wall consists of segments of original left vertical walls. These segments are kept track of in a table CurrentLeftWall. Each entry of this table has three fields: first, second, and last, where CurrentLeftWall[i] X points to the Xth edge of the ith segment of the current vertical wall, X \in \{first, second, last\}. This table is maintained so that segments are in decreasing order of y. Fig. 12 gives an example current left vertical wall and the CurrentLeftWall table. There are two cases to consider for left vertical wall processing. The first is when the next vertical wall in topological order is a right wall. At this time the matching left segments need to be found. The topmost such segment may be found in log k time using a binary search on CurrentLeftWall. Next the matching edge within this segment is to be found. This takes O(\log m) time if a binary search is used within the segment (m is the number of vertical edges in the segment). Following the processing, a vertical wall segment may be split into two (see Fig. 13). The field first enables us to handle the case of Fig. 13(b) without copying the new segment into a new part of memory. The actual cutting of rectangles is linear in the number of rectangles cut.

When the next vertical wall is a left vertical wall, we need to insert an entry into the CurrentLeftWall table. This takes O(k) time as there can never be more than 2 * k vertical wall segments. Hence the time to process the next vertical wall is O(k + \log m + \# of rectangles cut). So, the total time for step 5 is O(k^2 + k \log n + n). Combining with the time for the other steps, we get O(k^2 \log (n/k) + n) as the complexity of the new algorithm when the small k implementation is used.

b) Implementation for large k: When k is large, it is advantageous to construct the partial order ' < ' by using a horizontal scan line that begins at the top of the polygon. All vertical walls cut by this scan line are maintained in a balanced binary search tree (e.g., AVL or 2-3 tree, [6]). An in-order traversal of this search tree visits the walls in the order (left to right) they are cut by the scan line. Observe that since vertical walls do not cross one another, this relative order is unchanged as the scan line moves. An event occurs when the scan line reaches the top or bottom of a wall. If both the tops of some walls and the bottoms of others are reached at the same y value, then the tops are processed before the bottoms. To process the tops, we note that the walls whose tops are reached are currently not in the binary search tree. These walls need to be inserted into the search tree so that the in-order sequence corresponds to the left to right order in which the scan line cuts these walls. This is accomplished by using the standard insertion algorithm for balanced binary search trees. To compare the x coordinates of two walls, we need to walk along a wall till the appropriate y segment is reached. During this walk, wall segments above the current scan line are discarded. In addition to the insertion, wall pairs W_i < W_j are to be generated. Let W_1, W_2, W_3, \cdots be the in-order sequence after the in-

\footnote{This implementation was suggested by an anonymous referee.}
need to walk down is $O(n)$, all the '<' pairs can be generated in $O(k \log k + n)$ time. The topological order can be constructed in less time than this [6].

The implementation of step 5 is essentially the same as that for the case 'k small' except that a balanced tree is used for the current wall rather than a table. With this change, step 5 also runs in $O(k \log k + n)$ time.

C. $k = k_H$

1) $k = 1$: At this time, the polygon has two horizontal walls. We begin at the left end of each wall. The vertical edge that joins these two left ends is the CurrentLeftWall. In general, the current left wall will consist of several vertical edges (or portions of vertical edges). These are maintained as a sequentially ordered list (ordered top to bottom). Two pointers $i$ and $j$ are used to advance along the upper and lower walls. Since $k_H = 1$, there are no horizontal walls between these two and the rectangular decomposition can be done in a straightforward way.

Consider the example of Fig. 14. Initially, the CurrentLeftWall is $(1, 3), i = a$ and $j = l$. Since the right end of $j$ is less than that of $i$, $j$ is advanced to $m$. The vertical edge between $l$ and $m$ is a right edge (i.e., the interior is to its left) and so a rectangle is cut off by drawing a broken line from the left end of $m$ to the CurrentLeftWall. This wall is now updated to be $(1, 2)$. Next, $i$ is advanced to $b$ (as the right end of $i = a$ is $\leq$ the right end of $j = m$) and the CurrentLeftWall becomes $(5, 6), (1, 2)$. Now, $j$ is advanced to $n$ and the CurrentLeftWall updated to $(5, 6), (1, 2), (7, 8)$. $j$ is again advanced; this time to $o$. Since the vertical edge between $n$ and $o$ is a right edge, rectangles can be cut off. This is done by moving up the CurrentLeftWall. First, a rectangle is cut off using the $(7, 8)$ segment. Then one is cut off using the $(1, 2)$ segment and finally a third one is cut off using part of the $(5, 6)$ segment. The CurrentLeftWall becomes $(5, 4)$ and $j$ is advanced to $p$. Processing terminates when $i$ and $j$ reach the right end of their respective walls.

The processing described above is quite similar to that for the case $k_V = 1$. The major difference is the addition of a list for the CurrentLeftWall. As remarked earlier this may be maintained as a sequential list as CurrentLeftWall is essentially a deque\(^2\) [6]. The scheme described may be implemented so as to have time complexity $O(n)$. However the constant factor associated is slightly higher than for the case $k_V = 1$. So, if a polygon has $k = k_V = k_H = 1$ then it should be handled using the $k_V = 1$ algorithm.

2) $k = 2$: Now there are four horizontal walls. Two upper U1 and U2 and two lower L1 and L2. We may label these by traversing the polygon beginning at the $\pi$ vertex. As in the case for $k_V = 2$, there are three cases to consider. In the first, the polygon moves down at the right end of the first lower wall L1. Following this, the polygon must move left and then down at the end of upper U1. At the end of this, it must move right. From the right end of $\pi$

\(^2\)A deque is a linear list which permits additions and deletions from either end.
the second lower wall L2, U2 must move left. This case is shown in Fig. 15(a). When the polygon moves up at the end of L1, there are two cases depending on whether the polygon moves up or down at the left end of U1. These two cases are shown in Fig. 15(b) and (c).

The processing of these three cases is similar to that for the case \( k_H = 1 \). We describe this only for case (a).

**Case (a)**

(i) Process L1 and U2 left to right as for \( k_H = 1 \). Stop when the right end of L1 is reached.

(ii) Process U1 and L2 as for \( k_H = 1 \) and stop when the right end of U1 is reached.

(iii) Process the remainder of U2 and L2. To do this, the CurrentLeftWalls following (i) and (ii) need to be appended to each other.

Once again, it is easy to see that the required processing can be done in \( O(n) \) time.

3) \( k > 2 \): When \( k > 2 \), we order the horizontal walls by their left end points. This is done by sorting these points into nondecreasing order of \( x \) and within \( x \) into nondecreasing order of \( y \). The walls now form an alternating sequence of lower and upper walls. We begin with all pairs of matching lower and upper walls with the leftmost left end point. These are the first few pairs in the sorted order just obtained. The left ends of the upper and lower walls in each such pair are connected by a vertical edge in the polygon. This edge defines the CurrentLeftWall for that pair.

The pairs of upper and lower walls are processed as for the case \( k_H = 1 \). The processing continues until the leftmost \( x \) coordinate of the next wall pair in the sorted order is reached or until a wall is exhausted. If the former happens, then the new wall pair either causes a CurrentLeftWall to be split into two or a new CurrentLeftWall to be added to the collection of active left walls. If the latter happens, then either two CurrentLeftWalls get combined or one becomes empty.

Consider the example polygon of Fig. 16. Following the sort, the wall ordering is \( W_4, W_3, W_2, W_1, W_8, W_7, W_6, W_5, W_9, W_{10}, \ldots \)

We begin with the two matched pairs (W4, W3) and (W2, W1). The CurrentLeftWall for (W4, W3) is \{5, 6\} and that for (W2, W1) is \{1, 2\}. These wall pairs are processed independently. During this processing a rectangle with left edge (6, 7) is cut off first and CurrentLeftWall for (W4, W3) updated to \{5, 7\}. Next, the right ends of W2 and W3 are reached and the two left walls merged to get \{(1, 2), (3, 4), (5, 7)\}. Next the pair (W7, W8) is encountered. This requires us to split the CurrentLeftWall by cutting off rectangle 8, 9, 10, 11. We now process the pairs (W7, W1) and (W4, W8) independently. The CurrentLeftWalls are, respectively, \{(12, 13), (1, 2), (3, 10)\}, and \{(11, 4), (5, 7)\}. When the pair (W9, W10) is reached, a new matched pair is added to the collection of wall pairs being processed.

By using appropriate data structures, the scheme just described can be implemented to have a time complexity that is \( O(k \log n + n) \). This implementation requires the use of balanced search trees to allow fast searching in a CurrentLeftWall. Use of an AVL tree [6], for example, permits efficient search, splitting, and combining. In practice, we do not expect the use of a balanced search tree to provide good performance as we expect \( k \) to be
"small." In this case, a more direct implementation with complexity $O(k^2 + n)$ is expected to perform better.

The overall complexity of our algorithm is seen to be $O(\min\{k_F \log(k_F + n), k_H \log n + n\}).$ Since $k_F$ and $k_H$ can be as large as $O(n)$, this becomes $O(n \log n).$ This is comparable to the plane sweep method and is superior to the method of Gourley and Green [5]. However for every fixed $k$, we expect our algorithm to outperform the others when $n$ is suitably large.

While our description of the algorithm requires the use of the codes of Sections II-B-1, II-B-2, and II-B-3 whenever $k_F \leq k_H$, in practice we may do better using some other decision rule. Depending on the particular implementation of the algorithms described, it is quite possible that for polygons with $k_F = 6$ and $k_H = 8$ (for example), the code for the algorithm of Section II-C-3 is faster.

III. EXPERIMENTAL RESULTS

We have programmed all three of the rectangle decomposition algorithms in Pascal. For vertical inversions, we considered only the case of small $k$. Even for this, our implementation differs from the small $k$ implementation described in Section II-B-4 in that the CurrentLeftWall is maintained as a two entry table (first and last) rather than a three entry table (cf. Fig. 12(b)). This implementation results in an increased asymptotic complexity. However, since $k_F$ is small for our test set the number of segments in the CurrentLeftWall is also small and the coded version of the algorithm faster than the asymptotically superior algorithm described in Section II-B-4.

Run times have been obtained on an Apollo DN320 workstation using the 2869 polygon sample set described in Tables I and II. Table III gives the observed run times. All times are in milliseconds (ms) and are the sum of the times for all polygons in the given category. For example, the plane sweep algorithm took 1767 ms to decompose the 1739 polygons (cf. Table II) with up to 10 vertices. The column labeled "Vertical inversion $k_F$" gives the time taken when the vertical inversion algorithm of Section II-B is used irrespective of whether $k_F$ or $k_H$ is smaller; the column labeled "Horizontal inversion $k_H$" gives the time taken when the horizontal inversion algorithm of Section II-C is used irrespective of whether $k_F$ or $k_H$ is smaller; the column labeled "if $k_F \leq k_H$ and horizontal inversion algorithm used" otherwise; the last column gives the time required if the faster of the two inversion algorithms is used on each instance (i.e., each instance is solved by the inversion algorithm that will solve it faster). As can be seen, there is not much difference in the last two columns. So, for our implementation choosing between the two inversion algorithms as described in Section II is near optimal. The plane sweep algorithm is significantly faster than that of [5]. The inversion algorithm of Section II is, in turn, significantly faster than the plane sweep algorithm. In fact, the inversion algorithm (see column labeled min $\{k_F, k_H\}$) required less than half the time required by the plane sweep algorithm to decompose the 2869 polygon test set.

IV. CONCLUSIONS

We have developed a fast algorithm for the decomposition of hole-free rectilinear polygons. Experimental results obtained using VLSI mask data indicate our algorithm is superior to previously known algorithms for this problem. The method used by our algorithm is trivially applicable to the case of nonrectilinear polygons (trapezoidal decomposition) and polygons with holes.
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