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In an earlier paper we presented a linear time algorithm for computing the Kolmogorov–Smirnov and Lilliefors test statistics. In this paper we present a linear time approximate algorithm which requires less memory than the previous algorithm.
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1. INTRODUCTION

The Kolmogorov–Smirnov and Lilliefors tests allow us to evaluate the hypothesis that a collected data set, i.e., a random sample $X_1, \ldots, X_n$, was drawn from a specified continuous distribution function $F(x)$. For both tests, a determination is made of the numeric difference between the specified distribution function $F(X)$ and the sample distribution function $(X)$ defined as:

$$S(X) = j/n, j = \{\text{number of points } \leq X\}. \quad (1.1)$$

If the sample, $X_1, \ldots, X_n$, has been sorted into nondecreasing order so that $X_1 \leq X_2 \leq \ldots \leq X_n$, then the Kolmogorov–Smirnov statistics $K^+$ (maximum positive) $K^-$ (maximum negative) and $K_{\text{max}}$ (maximum absolute) deviations
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are computed by the formulas:

$$K_{\max}^+ = \sqrt{n} \max_{1 \leq i \leq n} \left\{ \frac{j}{n} - F(X_j) \right\}$$

$$K_{\max}^- = \sqrt{n} \max_{1 \leq i \leq n} \left\{ F(X_i) - \frac{i-1}{n} \right\}$$

$$K_{\max} = \max \{ K_{\max}^+, K_{\max}^- \} \quad (1.2)$$

The distribution functions of $K_{\max}^+, K_{\max}$ and $K_{\max}$ are known and tabulated. For certain $F(X)$ (see Lilliefors, 1967, 1969, Stephens, 1974), tabulated values of the test statistic distributions are available for the case where the actual parameters of $F(X)$ have been replaced by estimates computed from the sample. The test also has application for certain spectral tests, see for example, [2, p. 197].

Previous algorithms (see Knuth, 1969, Lindgren, 1962, Miller and Freund, 1965) for computing these test statistics are essentially identical to algorithm $K$ below:

**Algorithm $K$ ($K_{\max}^+, K_{\max}^-, K_{\max}$)**


**Step 1** obtain the $n$ observations $X_1, X_2, \ldots, X_n$.

**Step 2** sort them so that $X_1 \leq X_2 \ldots \leq X_n$.

**Step 3** compute $K_{\max}^+, K_{\max}^-$ and $K_{\max}$ using equation 1.2.

*end K*

Since step 2 sorts the observations, it requires $O(n \log n)$ time. The remainder of the algorithm takes $O(n)$ time (assuming $F(X)$ may be computed in a constant amount of time $O(1)$). Hence, the total time required is $O(n \log n)$. The algorithm presented in Gonzalez, Sahni and Franta, (1977) computes the test statistics $K_{\max}^+, K_{\max}^-, K_{\max}$ without explicitly sorting the $X_i$'s and thus has a time complexity of $O(n)$. The tabulated acceptance/rejection values of these statistics are usually accurate only to three or four decimal places. Hence, there seems little point in computing these statistics to greater precision than the tabulated values. With this in mind, we present here an approximation algorithm which guarantees a certain closeness to the exact values of $K_{\max}^+$, $K_{\max}$ and $K_{\max}^-$. This approximate algorithm requires less storage space than the exact algorithm and so should be useful when $n$ is large. The computing time is still $O(n)$. Empirical tests, Section 3, show that the approximation algorithm is actually slightly faster than the exact algorithm. The desired closeness of the approximate and exact solutions can be fixed through an algorithm parameter.
Both the exact and approximate algorithms apply equally well to the Lilliefors test (Conover, 1971) which is a modification of the Kolmogorov–Smirnov test.

2. APPROXIMATION ALGORITHM

In this section we present an algorithm to determine approximately the values of \( K_{\text{max}}^+, K_{\text{max}}^- \) and \( K_{\text{max}} \). This algorithm is slightly faster than the exact algorithm of Gonzales, Sahni, and Franta, (1977) and requires at most \( 1/3 \) the space required by that algorithm and is very similar to the algorithm presented in Gonzales, Sahni and Franta (1977).

The algorithm divides the range of the cumulative distribution function, \( F(X) \), into \( m + 1 \) intervals. An arbitrary point \( y, 0 \leq y \leq 1 \) lies in the interval \( [y^* m] \).† For each sample point \( x_i, i = 1, \ldots, n \) we compute \( F(x_i) \) and determine the interval into which \( F(x_i) \) falls. A counter variable, \( \text{NUM}_i \), for that interval is then incremented. On the basis of \( \text{NUM}_i \), together with knowledge of the maximum, \( \text{MAX}_i \), and minimum, \( \text{MIN}_i \), values to fall in each interval we can determine \( K_{\text{max}}^+, K_{\text{max}}^- \), and \( K_{\text{max}} \). For the approximation algorithm we approximate the maximum and minimum values by setting \( \text{MAX}_i \approx \text{MIN}_i \approx (i-0.5)/m \), where \( m + 1 \) is the number of intervals (bins) used as specified in the formal statement of the algorithm given next.

Algorithm APPROX_KS(n, K_{\text{max}}^+, K_{\text{max}}^-, K_{\text{max}}^- m)

//Find approximations to \( K_{\text{max}}^+, K_{\text{max}}^-, K_{\text{max}} \) using only \( m + 1 \) bins.//

Step 1 //Initialize bins//
   for \( i = 0 \) to \( m \) do
      \( \text{NUM}_i \rightarrow 0 \)
   end

Step 2 //Input and count number of sample points in each bin//
   for \( i = 1 \) to \( n \) do
      input \( X \)
      \( f = F(X); j = \lceil f \times m \rceil; //compute bin for X// \)
      \( \text{NUM}_j \rightarrow \text{NUM}_j + 1 \)
   end

†The notation \( \lceil x \rceil \) denotes the ceiling or least integer function of \( x \), that is, the minimum \( k \) such that \( k \geq x \).
Step 3 //process each bin finding approximate values for maximum positive and negative deviates from \( F(X) \)
\[
\begin{align*}
DN & \leftarrow 0; \\
DP & \leftarrow \text{NUM}_q/n \\
j & \leftarrow \text{NUM}_q \\
& \text{for } i = 1 \text{ to } m \text{ do} \\
& \quad \text{if } \text{NUM}_i > 0 \text{ then } [z \leftarrow (i - 0.5)/m - j/n] \\
& \quad \quad \text{if } z > DN \text{ then } [DN \leftarrow z] \\
& \quad \quad j \leftarrow j + \text{NUM}_i \\
& \quad \quad z \leftarrow j/n - (i - 0.5)/m \\
& \quad \quad \text{if } z > DP \text{ then } [DP \leftarrow z] \\
& \quad \text{end}
\end{align*}
\]

Step 4 //Compute \( \bar{K}_{\text{max}}^+, \bar{K}_{\text{max}}^-, \bar{K}_{\text{max}} \)\
\[
\begin{align*}
K_{\text{max}}^+ & \leftarrow \sqrt{n} \cdot DP \\
K_{\text{max}}^- & \leftarrow \sqrt{n} \cdot DN \\
K_{\text{max}} & \leftarrow \max \{\bar{K}_{\text{max}}^+, \bar{K}_{\text{max}}^-\} \\
\text{return}
\end{align*}
\]
end of algorithm APPROX-\( KS \)

**Theorem 2.1** The following relations hold between the approximate values \( \bar{K}_{\text{max}}^+, \bar{K}_{\text{max}}^-, \bar{K}_{\text{max}} \) and \( K_{\text{max}}, K_{\text{max}}^+, K_{\text{max}}^- \) as given by algorithm APPROX-\( KS \) and the exact values \( K_{\text{max}}, K_{\text{max}}^+, K_{\text{max}}^- \) given by algorithm of Gonzales, Sahni and Franta (1977):

\[
\begin{align*}
(i) & \quad |\bar{K}_{\text{max}}^+ - K_{\text{max}}^+| \leq \sqrt{n/(2m)} \\
(ii) & \quad |\bar{K}_{\text{max}}^- - K_{\text{max}}^-| \leq \sqrt{n/(2m)} \\
(iii) & \quad |\bar{K}_{\text{max}} - K_{\text{max}}| \leq \sqrt{n/(2m)}
\end{align*}
\]
and

**Proof** (i) follows from the observation that for any bin, \( i \), if \( j = \sum_{0 \leq i \leq j} \text{NUM}_i \), if \( X \) is a sample point such that \( \lfloor F(X) \cdot m \rfloor = i \) and if there are
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$k$ sample points $\leq X$, then

$$\sqrt{n} \left( k/n - F(X) \right) = -\sqrt{n} \left( i/n - (i - 0.5)/m \right)$$

$$\leq \sqrt{n} (k - j)/n + (i - 5)/m - F(X)$$

This, together with (1.2), proves (i). The proofs for (ii) and (iii) are similar.

Theorem 2.1 dictates that $k$ digits of accuracy requires $n \geq m \geq (10^k/2)/\sqrt{n}$, which requires that $\sqrt{n} \geq 10^k/2$ or $n \geq 10^k/4$.

(It has been suggested, but not verified, that using the formulas

$$\text{MAX}_i = \left( 1/m \right) \times (i - 1 + (i \times \text{NUM}_i))/(\text{NUM}_i + 1)$$

$$\text{MIN}_i = \left( 1/m \right) \times (i - 1 \times \text{NUM}_i + i)/(\text{NUM}_i + 1)$$

to estimate MAX$_i$ and MIN$_i$ from NUM$_i$ and then using Step 3 of the algorithm of Gonzales, Sahni and Franta (1977) would, in practice, yield a better approximation.)

**Lemma 2.1** The computing time for algorithm APPROX–KS is $O(n)$, and the space required is $m + c$ for $m \leq n$ and $c$ a constant.

**Proof** Obvious.

For comparison, note that the space requirement for the exact algorithm given in Gonzales, Sahni and Franta (1977) is $3n + c$.

3. EXPERIMENTAL RESULTS

In order to determine the relative performance of the algorithm on practical sample sizes, we programmed the algorithms of Gonzales, Sahni and Franta (1977) and APPROX–KS and algorithm K in FORTRAN and ran several experiments on a Cyber 74. The sorting method used for algorithm K was heapsort. Three distribution functions: normal, exponential and uniform were tried so as to reflect the differences in the computing times for $F(\cdot)$. Table I presents the results obtained for various sample sizes. The times are the mean computing times over several experiments. As can be seen from this Table, algorithm K required from about 2 to 3 times the time required by our algorithms. This difference will, of course, become larger for larger sample sizes. Algorithm APPROX–KS took roughly the same time as the algorithm of Gonzales, Sahni and Franta (1977) but used considerably less storage. The
### TABLE I
Mean execution times for the Kolmogorov-Smirnov test

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Sample Size, $n$</th>
<th>Number of Experiments</th>
<th>Algorithm of Gonzales, Sahni, Franta (1977)</th>
<th>Computing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$K$</td>
<td>APPROX KS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>Std. Dev.</td>
</tr>
<tr>
<td>Exponential</td>
<td>100</td>
<td>50</td>
<td>17.8</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>30</td>
<td>107</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>20</td>
<td>231</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>5</td>
<td>1342</td>
<td>8.9</td>
</tr>
<tr>
<td>Uniform</td>
<td>100</td>
<td>50</td>
<td>15.9</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>30</td>
<td>97.9</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>20</td>
<td>213.5</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>5</td>
<td>1260</td>
<td>5</td>
</tr>
<tr>
<td>Normal</td>
<td>100</td>
<td>50</td>
<td>25.9</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>30</td>
<td>147</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>20</td>
<td>308</td>
<td>10.3</td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>5</td>
<td>1760</td>
<td>31</td>
</tr>
</tbody>
</table>

Times in milliseconds
observed difference between the exact and approximate values of the test statistics was about half the theoretical bound of Theorem 2.1.

4. CONCLUSIONS

We have presented an approximate linear time algorithm for the Kolmogorov–Smirnov and Lilliefors tests. For algorithm APPROX\_KS as well as the algorithm of Gonzales, Sahni and Franta (1977), we note that the speed up is obtained by avoiding a sort of the sample. Algorithm APPROX\_KS is thus recommended in cases where \( n \) is large, available storage small, the sample is unsorted, and the acceptance/rejection values of \( K_{\text{max}}^\ast, K_{\text{max}} \), and \( K_{\text{max}}^\star \) are themselves known only approximately (i.e., only a few digits of significance is desired). The value of \( m \) to use can be determined using Theorem 2.1.
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