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Abstract: In large-scale wireless networks such as mobilehad and sensor networks, efficient and robust
service discovery and data-access mechanisms ath bssential and challenging. Rendezvous-based
mechanisms provide a valuable solution for provisig a wide range of services. In this paper, wecdbe
R2D2 - a novel scalable rendezvous-based architedtr wireless networks. R2D2 is a general ardttitee
proposed for service location and bootstrappingaith hoc networks, in addition to data-centric staag
configuration, and task assignment in sensor netaioin R2D2 the network topology is divided into
geographical regions, where each region is resgaasior a set of keys representing the servicedata of
interest. Each key is mapped to a region based loaish-table-like mapping scheme. A few electedsiodéle
each region are responsible for maintaining the pegpinformation. The service or data provider stotiee
information in the corresponding region and the k&¥e retrieve it from there. We run extensive dedai
simulations, and high-level simulations and anaysb investigate the design space, and study rittdtacture
in various environments with different charactadst We evaluate it against other approaches tatifieits
merits and limitations. The results show high sescete and low overhead even with high dynamiacs an
failures. R2D2 scales to large number of nodes ianldighly robust and efficient to node failuresidtalso
robust to node mobility and location inaccuracy hwi significant advantage over point-based rendegvo
mechanisms. In addition, in networks with heteregels nodes, R2D2 can select nodes with specific
capabilities as servers for key storage.
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- The design is presented in detail with extra desiballenges covered. Extensive evaluations of tichitecture have been
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the evaluation of the storage overhead and theiatiah of node failures which was not in the woksipaper.
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1 Introduction

Recent research in infrastructure-less wireleswaris is focused into two main categories: mobiehac
networks and sensor networks. There are many siti@abetween the two categories, but the majailehges
are typically different. For efficient service pisoning, the challenges in ad hoc networks areldlo& of
infrastructure and the highly dynamic nature of esdind their unpredicted mobility patterns. In sens
networks the challenges are mainly the limited ueses and the extremely large number of nodesddiitian
to these two types of networks, there has beemtlgcan emerging related area of commercial imparea
called mesh networks. Mesh networks share manyacteistics with the previous two types of multpho
wireless networks, but they are also characterigethe availability of static nodes, with speciapabilities,
that frequently act as gateways. Typical approatdreecating resources and data items in wirebgbfoc and
sensor networks rely on either flooding or certeadi storage. Both could suffer from scalability &fificiency
problems. In this paper, we descriR2D2(Rendezvous Regions for Data Discovery) - a neg#tconfiguring,
scalable, efficient and robust rendezvous-basdutacture.

In infrastructure-based networks (e.g. the Intgrridte rendezvous could be a logical address ssch a
hostname or an IP address. Logical addresses #ra feasible rendezvous in infrastructure-less oyoa
wireless networks, either because they do not,exidbecause their mapping to physical locatiorlschiange
frequently causing high overhead. Geographic addeeprovide a natural rendezvous in wireless nésyand
due to the correspondence between the geograpaitidos of nodes and their network topology, noitaatthl
infrastructure is required other than nodes awdréheir geographic locations. In our architectunes use
geographic regions as the rendezvous for the peovidnd seekers of information. Another alternatias to
use geographic points instead of geographic regieschose to use geographic regions, becausensegitax
the requirements for location accuracy and are mobest to the topology changes caused by dynaamds
mobility.

In our architecture, the network topology spacdivéded into rectangular geographical regions, whesch
region is responsible for a set of keys represgritie data or resources of interest. A KHeyjs mapped to a
rendezvous regiorRR, by using a hash-table-like mapping functib(k)=RR. The mapping is known by all
nodes and is used during the insertion and lookgrations. A node wishing to insert or lookup a kéyains
the region responsible for that key through the pivagy then uses geographic-aided routing to semessage
to the region. Inside a region, a simple local d@cmechanism dynamically promotes nodes to beeser
responsible for maintaining the mapped informati@tatic nodes with desired capabilities have a drigh
probability for being chosen as servers. Replicatietween servers in the region is used to recheeftects of
failures and movement8y using regions instead of points, our scheme ireguwnly approximate location
information and accordingly is more robust to esrand imprecision in location measurement and astym

than schemes depending on exact location informaRegions also provide a dampening factor in reduihe
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effects of topology changes, since no server ctmage required as long as current servers areeirthigir
region and hence the overhead due to connectipitates is quite manageable.

We run extensive detailed simulations to investighie design space, and study the architecturanious
environments including node dynamics and failulesddition, we perform high-level simulations aarthlysis
of R2D2 scalability and evaluate it against othgpraaches; flooding, centralized storage and GH, [tb
identify its merits and limitations. The result®shthat R2D2 is scalable to large number of noaekig highly
efficient and robust to node mobility and failurésis robust to location inaccuracies and errarg] it relaxes
the requirements for the geographic accuracy ofenpasitions and network boundaries. It also hasva |
hotspot overhead and it has the flexibility to seleodes with desired capabilities as severs fgrdterage,
which is valuable in networks with heterogeneousasossuch as mesh networks. Our goal from this adsgn
is to show the strengths and limitations of différapproaches and under which conditions and emvienmts
each is preferable.

The rest of the paper is outlined as follows. letla 2 we discuss the related work. In Sectione3pnovide
the context and assumptions under which our amthite operates. Section 4 explains the design aotos 5
contains the detailed evaluation of the architectukdditional design issues are presented in Sediio

Conclusions are presented in Section 7.

2 Related Work
In wireless networks, the simplest form of datasemination or resource discovery is global flooding

Flooding does not scale well. Other approachesatidtess scalability employ hierarchical schemesdan
cluster-heads or landmarks [13]. These architesturewever, require complex coordination betweetdenp
and are susceptible to major re-configuration (@doption, re-election schemes) due to wirelesmectivity
changes or failure of the cluster-head or landmiadyrring significant overhead. GLS [14] providescalable
location service by using a predefined geograptarahchy and a predefined ordering of node idearsfto map
nodes to their locations. GLS is presented fortlnganodes and assumes that node identifiers avevknlt is
not clear that GLS could be extended efficientlyptovide a general rendezvous-based mechanismwaynés
to map keys to identifiers in the same space dnithdeinsertion and lookup use GLS to reach theenwith the
closest node identifier for storage and retrieesbectively. In this case, an extra replicationmacsm will be
required to do reliable replication at multiple medIn addition, the path could be significantlpdo since the
insertion or lookup has to follow the sequenceoafition servers in order to get to the storage .nAdether
possibility is to use the key identifier itself perform storage of the key-value pair in GLS ses\@milar to
how node locations are stored. Since, in GLS tineesg of a node are determined based on the nambzigon,
the servers of a key will be determined based enirtberter location. This will create inconsistesdi multiple

insertions for the same key happen.



In sensor networks communication is identified ataetentric based on the content of data rather tioae
identities. A data-centric routing scheme preseigetirected diffusion [9]. Directed diffusion usi#soding to
advertise the interests from sinks to sources tifvout the network. We believe that our rendezvaaset
architecture can be integrated with directed diffngo discover resources in a scalable mannesanisbdf using
flooding mechanisms.

The original R2D2 idea borrowed from our earlierrkvon PIM-SM rendezvous mechanism [5] that uses
consistent mapping to locate the rendezvous p&R).(However, a rendezvopsintis insufficient in a highly
dynamic environment as wireless networks. We firstted at the R2D2 idea in [7], in the context of
bootstrapping multicast routing in large-scale ad hetworks, with no protocol details or evaluasiom the
current work, we present a detailed architectune R&D2, with full description of the design and the
mechanisms to deal with dynamics, failures, andcdaeacies, and generalizing it to deal with reseurc
discovery and data-centric architectures.

Our architecture requires nodes to know their axprate locations. Location-awareness is esserdraiany
wireless network applications, so it is expectedt tivireless nodes will be equipped with localizatio
techniques. In general, many localization systeagehbeen proposed in the literature: GPS, infresire-
based localization systems [25][17], and ad-hoalieation systems [4][19]. For an extensive sunady
localization refer to Hightoweet al. [8]. In all these localization systems an estiowatérror is incurred that
depends on the system and the environment in wihighused. GPS is relatively accurate, but it rezp
visibility to its satellites and so is ineffectiv@doors or under cover. In addition, the high ceste, and power
requirements make it impractical to deploy on ates. Infrastructure-based localization systemsnaostly
designed to work inside buildings and they eithereha coarse-granularity of several meters or requcostly
infrastructure. Ad-hoc localization systems can ehdmgh localization errors due to environmentaltdes
affecting the location measurements. In our designattempt to provide an architecture that requinely
approximate location information.

Several geographic routing protocols (e.g. [2][1Q]) have been proposed for wireless networksubkattwo
modes of operation: greedy mode and perimeter madgreedy mode, each node moves the packet doser
the destination at each hop by forwarding to thighi®r closest to the destination. Greedy forwagdiils
when reaching a dead-end (local maximum), a nodethas no neighbor closer to the destination. Retem
routing (face routing) is used to route around deadss until closer nodes to the destination aredoun
perimeter mode, a packet is forwarded using thiet-hgnd rule in a planar embedding of the netwadph.
Since wireless network connectivity is in generahiplanar, each node runs a local planarizatioorekgn
such as GG or RNG, to discard a subset of the gdilyBinks during perimeter routing, so that theuktisg

graph is planar.



As mentioned earlier, we presented a high-levetrifgson of the original R2D2 idea in [7]. Later,an GHT
[18] a related idea was proposed for data-centarage in sensor networks. GHT is a geographic haisle
system that hashes keys into geograjploinits and stores the key-value pair at the sensor nlmdest to the
hash of the key. GHT requires nodes to know theacegeographic location and uses the GPSR [1@bpoh
to reach the destination. GHT uses GPSR perimetging to identify a packet home node (the nodsedbto
the geographic destination). Packets enter perinnedele at the home node (since no neighbor couldldser
to destination), and traverse the perimeter thalose the destination (home perimeter) before mgtgrback to
home node. GHT uses a perimeter refresh protocokplicate keys at nodes in the home perimeter. The
perimeter refresh protocol uses perimeter routmgefresh keys periodically, in order to detectology

changes after failures or mobility.

3 Context
In this section, we present the data models weidens our study. We introduce two models, Hevice
modeland theevent modelWe then give a brief statement about the geogcamtuirements of Rendezvous

Regions and present our assumptions.

3.1 DataMode

R2D2 provides a general architecture for data-@estorage and resource discovery. Data operatoas
viewed as general insertions and lookups of keyiéer@nt applications differ in the number and @weristics
of their insertions and lookups. The ratio betwéaokups and insertions affects the performance wf o
architecture; we call iLIR (Lookup-to-Insertion Ratio). We will define two ihels and identify data services

and applications suitable under these models.

3.1.1 Service Model

In this model, the number of lookups is much latan the number of insertions. Hence, this modsllarge
LIR. Stored data is long-lived and queried contumlg by large number of nodes. Any node in the oetvean
perform insertion or lookup. This model is viewedageneral service location model and severalcgioins
could be mapped to it:
- Service location & bootstrapping: In ad hoc netvgpnkodes can use R2D2 to identify and find newisesv
The service provider maps its service to a regRiR € hash(servicg)and stores information about the service
(e.g. location) there. Nodes interested in theiseruse the same hash function to get the infoomdtom that

region.



- Users and object tracking: Users (or tracked aibjein the ad hoc network map their identitiesthe
corresponding region and store their location th@ther users use the same mapping to retrievéotiagion
from that region.

- Configuration & task assignment in sensor netwoiRaring the startup of the network operation, it is
assumed that nodes’ configuration and tasks aceldid to the entire network. Global flooding is freént if
nodes are not joining simultaneously, new nodesadded, or tasks of different nodes are changinly tvne.
R2D2 provides a flexible way for nodes to get thiermation. Each node will get its task from adenvous
region computed as a hash of the node locationtluer gproperties of the node environment (&R =
hash(location or propertiey) Operators assign tasks to nodes by sending tbeRR using the same hash
function.

- Data-centric storage for events that do not charggriently, such that the number of detected evieritaver
than the number of queries sent by nodes. For eeardptecting a certain phenomenon in an area,haisic
required by other sensors to perform their comjmriat or required by actuating devices in ordedeoide on
certain actions.

- Providing global properties of the network or eomiment that are of interest to many nodes.

3.1.2 Event-based Model

This model has large number of insertions withveelonumber of lookups. An example is data-centocagje
with many events detected from a set of event typeguery looks for the events detected of a certgpe.
Each event type is hashed into a rendezvous regjidnall events detected of that type are forwattiede.
Events detected cause insertions, while queriesvents are the lookups. Aggregation could be \wduia this
model, where a query for a certain type returnaggregation of all events detected for that typehis model
any node in the network detects and inserts evaittibe queries are normally sent by external natiesugh
specific access points. Examples of some appligsitio
- Data-centric storage for events that do changauémetly, such that the number of updates is muchernithan
the number of queries sent by nodes.
- Database querying: Much ongoing research viewss#resor network as a database and using declarative
SQL-like queries for retrieving information [6][1R2D2 can provide an in-network storage componetitése
schemes. For example, temperature sensors sefentperatures of their regions &R = hash(temperature
property) (the region responsible for storing temperatunéorimation) and a node interested in the max

temperature sends a query ‘Select MAX temperathed’retrieves this information froRR.



3.2 Geographic Requirements

A main objective of our architecture is telax the requirements for exact geographic infoliora Nodes
need only to know their regions; exact locationas required. We design our system a®agrlaythat can run
over different routing protocols. The routing prmabneed not be a geographic routing protocol ithatiires the
exact geographic positions of nodes. It can beranying protocol augmented to provide approximatgtes
towards regions. Relaxation of the dependence ayrgphic information is valuable for many reasons:
Geographic information is often unavailable andriost cases it is inaccurate. Obstacles and noh-iddi
ranges can cause many problems to current geographiiing schemes. In addition, mobility increaies
inaccuracy of location updates.

In our previous studies, we show how location err@aused by localization systems and inaccura2jy [2
inconsistency of location dissemination [11], odaamobility [24], result in severe performance @eigition
and correctness problems in geographic routingopod$. It is therefore crucial to provide alteruati
architectures that relax the assumptions of auditlalof accurate location information. Our Rendemg
Regions approach provides one such architectureisamdore robust to errors and imprecision in lawati
measurement and estimation than schemes dependiegaat geographic location. In the results sectia
show the effect of location inaccuracy on R2D2 &htiT.

In [23] we studied geographic routing under moraistic wireless models and presented efficierdategies
for forwarding on lossy wireless links. These sigis could be used here as well to improve thastoless of
geographic routing in real-world environments thialate the assumption of the perfect wirelessaadnges
commonly used in simulation tools.

3.3 Assumptions

The network space is divided into rectangular egirdd regions (see Figure 1), where the size efeigion
is set based on the radio range and how many hepwamt the region to cover. The region size weisise
covering a few radio hops, to provide adequatexagion of the inaccuracy and mobility effects, vehileeping
the region flooding overhead and server load resslenin the simulations we study the effect ofréngion size
in more detail. We assume that the geographic spadeboundaries of the network are known and theh e
node has a localization mechanism to detect itscxppate geographic location and accordingly igiar. Our
design also allows us to relax the requirementsef@ct boundaries by having boundary regions idstda
boundary points. Since nodes know the network ggugc space boundaries and the region size, they ca
determine their regions within the space. Usingreypate density, we assume that the network is\ecied
and that each region has nodes in it, which islid easumption under a reasonable density. In chpartitions
and empty regions, multiple hash functions can plewide substitute regions, when the original sags not

available. In Section 6 we will discuss empty r@giogaps, and the region size in more detail.



4 Design Overview

The network topology space is divided into geogregdhregions RR9, where each region (e.gRR) is
responsible for a set of resources. The resourgeskace is divided among these regions, such thelt e
resource keyK;) is mapped to a region. The key-seRR mapping KSet - RR) is known by all nodes. For
example, a service provider will send the key sfsirvice towards the mapped region and a serealees will
use the same mapping to locate the service. Irside region, a set of elected servers is respenfgibholding
these resources’ information. We introduce addiionechanisms to maintain consistency in case dfilityo
or failures.

The Rendezvous Regions scheme can be built onftapyorouting protocol that can route packets talsar
geographic regions. The only requirement of thetinguprotocol is to maintain approximate geographic
information, such that given an insertion or lookigpa certain region, it should be able to obtamough
information to route the packet towards that regi@iven that the packet is able to reach the redioere are
several design options inside the region itseliesEhdesign options affect the operation of insestitookups,
server election, and replication inside the regiditey also affect the consistency operations fobifity and
failures. In our experience, it is usually the c#s® no one design option gives best performamueuall
operating conditions. The design choices depenchamy factors such as the environment, applicatod, the
pattern of insertions and lookups. In this work ateempt to investigate and study several desigiomptto
identify their strengths and weaknesses. Therenaialy three options for forwarding packets indilde region:
(a) Geocast, (b) Anycast, and (c) Unicast.

(a) Geocast By geocast we mean sending the packet to alls)ode geographical area. Geocasts suffer from
a high overhead, but are practical when we wasetml the packet to several non-determined nodesifinase
to the servers) within a specific geographic reglois also robust in the face of dynamics andsdoat depend
on the underlying routing protocol. In Section @& explain the geocasting protocol used in moraidéior a
study of efficient geocasting protocols see [21].

(b) Anycast Anycasts are used when it is sufficient to reanlg node of a set of nodes (any server). It has
similar advantages to geocasts and can be implechéytusing expanding ring search techniques @abiing
previously known servers.

(c) Unicast to servers: Direct unicasts can be used when dbatibns of servers are well-known, either
because the servers are fixed or because theyicatedo keep their information up-to-date. This le
advantage of low overhead during insertions andups, but if the servers are dynamic, extra peciodi
overhead for maintaining the servers’ informatisrreéquired. Unicasting may also depend on the lyidegr
routing protocol to keep track of nodes’ locatiombe additional periodic overhead can be acceptilile

insertion or lookup rates are high.



In our current design we use geocasts for insertéord anycasts for lookups. These design choieesimple
to implement, robust to dynamics, and do not regtreicking of nodes’ locations. In the following wescribe

the main components of our architecture.

4.1 Region Detection

Using a localization mechanism [8], each node dgtés location and accordingly its geographic oegi
When the node moves, it detects its new locati@hsanit keeps track of its current region. The nogles this
information to forward packets towards regions,edetpackets forwarded to its region, and potentiall

participate in server election in its region (idamhen needed) (Figure 1).

4.2 Server Election

A simple local election mechanism is used insigerggion to dynamically promote the servers. Thaler
of servers required in the region is call®d\s Sincreases, the robustness to mobility and failimeiases, but
also the storage overhead increases. In the siondatve study the effect & in more detail. Servers are
elected on-demand during insertions. When a daexrtion operation is issued, the first node inrtggon that
receives the insertionknown as thdlooder, geocasts the insertion inside the region. Eanreseeceiving the
insertion geocast sends an Ack back to the floottee. flooder keeps track of the servers and ibésinot get
enough Acks (the minimum number of servers reqlirédgeocasts again and includes a self-election
probability, p, in the goecast message. Each node receivingetheagt, elects itself with probabilipyc, where
c is a factor determined based on certain node dasbsuch as stabilitylf the node becomes a server, it
replies to the flooder. If not enough Acks are res@, the flooder increasgsbased on a back-off mechanism
until the required number of servers replyporeaches 1. When servers move out of the regidiaiprnew
servers are elected in the same way. After the s@wers are elected, they retrieve the stored keys other

servers.

4.3 Insertion

A node inserts a ke¥, by first mapping the key to a rendezvous regRRR, whereK [0 KSet -« RR. The
node generates a packet containing the regionifdenRR, in its header. Nodes routing the packet towaed th
region, check the region identifier to determinesthler they are in or out of region. The first nadg#deRR to
receive the packet, thidooder, geocasts the packet inside the region. Servaideirthe region receive the
geocast, store the key and data, then send Ackstbale flooder (Figure 2). The flooder colledte tAcks and
sends an Ack back to original sender. If no Ackeaseived by the sender, it timeouts and retransthis

insertion up to a fixed number of times.
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Figure 1: By knowing their approximate locatiorx;y), and hen
region RR), nodes in every region (shown RR3 conduct loc
elections. Only a few nodes (the elected servers)nta
information about the resource key&Sgt) mapping taRR3

Figure 2: Insertion (step 1): Nod® wishing to insert (or stor
resource ke that belongs t&KSet gets the correspondiriRR (in
this caseRRJ through the mappindSet- RR). (step Il): Nodes
sends the resource information towaRIR3 where it is geocast
the flooder and stored by the servers.

4.4  Lookup

Lookups are similar to insertions except that naes previous flooders inside a region cache lonatdf the
recent servers they hear from, and send the lootiwgstly to any of the servers (anycast). The eergplies to
the flooder and the flooder replies back to origsender (Figure 3). If the flooder receives ndyep if it has

no cached servers, it geocasts the lookup insilestion.

45 Replication

Replication is inherent in this architecture, siseweral servers inside the region store the kdydata. This
adds extra robustness to failures and mobility. dttlitional robustness against severe dynamics asignoup
failures and partitions, multiple hash functionsyrba used to hash a key to multiple regions.
4.6 Mobility

Local movements of nodes and servers have negligifiect and overhead on our architecture as leng a
servers stay within their regions. The only comditive need to consider is when a server moves foiis o
region. The server checks its location periodicédlydetect when it gets out of its region, in ortteisend an
insertion packet containing its stored informatioward that region so that new servers are eledteel.server
then deletes its stored keys and is not a servanare. It may or may not get elected again latea inew

region.

! A node can identify that it is the first node retregion to receive the packet by a simple flagrsthe packet header.
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Figure 3: Lookup: Nod®& looking for a resource with ke tha Figure 4 Using the same mechanism for obtaining the may
belongs toKSet gets the correspondingR (in this caseRR3 function. A bootstrap mechanism for initiating (astataining) nex

through the mapping{Set— RR). Then gnds the resource look resource mappings usimgell-known key(s) (WKK)
towards RR3 where it is anycast to any server holding
information.

4.7 Failures

Since each region contains several servers, aedimss and mobility may invoke new server eledianis
unlikely that independent reasonable failures wallise all servers to vanish. In order to avoid ¢hie, servers
use a low-frequency periodic soft-state mechanisnmd silent (low traffic) periods, to detect faitj servers
and promote new servers. Each server runs a layudrecy timer, which is reset each time an inserg@ocast
is received. When the server times out, it geocagtacket checking for other servers. Other semesst their
timers upon receiving this check and reply back aiestrating their existence. If not enough servepdyrback,

server election is triggered.

4.8 Bootstrap

One question remaining is how the mapping functgabtained. Similar systems normally assume thist i
pre-known or provided by out-of-band mechanismsunarchitecture, using the same rendezvous meshan
we provide a bootstrap overlay to publish dynamappings. Using the mapping fomeell-known keya node
sends request to a well-known region to obtainrtapping function of a set of services (Figure 4)ede
mappings however are not expected to change frdguérhis introduces more flexibility for providing
different mappings for different type of servicesdachanging them when required. It also allows for

incremental expansion of the services provided.
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5 Performance Evaluation

In this section, we evaluate our architecture usietpiled NS-2 [16] simulations with detailed madef the
wireless MAC and physical layers. We run extensiveulations to investigate the design space, amdlyshe
architecture in various environments including noawility and failures. We study also the effectradccurate
location. R2D2 is running as an overlay over theting layer and we are using GPSR [10] as the aésl
routing protocol. We modified GPSR to route to o instead of specific destinations by forwardihg
packet toward the center of the region and usiracgs or anycast inside the region. We verify tbheect
operation of R2D2 and evaluate its performance uddferent scenarios. In addition, we run simithatailed
experiments for GHT [18] in order to compare thefgrenance of both systems and identify their chienastics
and limitations.

We conducted simulations with up to 400 nodes usiregdetailed model. To study the scalability of th
architecture to higher number of nodes, we perfatso higher-level simulations (without the MAC and
physical layers) for networks with up to 100,00@e@® and compare it to GHT, flooding (local storaged
centralized storage (external storage).

We evaluate two models, the service model with laghkup-to-insertion ratiolR) and the event model with
low LIR. There is a wide range of parameters we considengl the evaluation. The environment parameters
include the network dimensions, number of nodesdity), transmission range, and the expected nurober
lookups per second. The design parameters thatugdg are mainly the number of regions and the nurobe
servers per region. The performance metrics aresticeess rate of lookups, message overhead petionse
message overhead per lookup, and total storageiorsein addition to the maximum node overheadhefse

metrics. We also study the overhead due to molaliky failures.

5.1 Detailed Smulation Results

We implemented R2D2 in NS-2 as an overlay that rover any wireless routing protocol that can route
towards geographic regions. Currently, we are uSR$R, modified to route to a region, with detaB®®.11
MAC and physical layers. The GPSR beacon intew/al $ec and the beacon expiration is 4.5 sec. €hsitg
is fixed to 1/1024rhand the number of nodes is 100, 200, or 400. Wéoesg several transmission ranges
between 60m and 120m. For convenience (and spads)liin the results shown, we focus on 100-200es0
topologies and 80m transmission range. The rateaups is 2 per second and the number of retrazssoms
for both insertions and lookups is 3. The perio@iture check interval is 20 seconds. Keys are anify
distributed at random over the space. The resuvéistle average of 5 random runs over 5 differentoa
topologies. GHT was already implemented in NS-2e Téfresh interval for GHT is set to 10 seconds. A
common problem in GHT that affects its performarisewhen a key hashes to a point outside the eadtern

perimeter. In this case, perimeter routing may max@und the whole external perimeter during inegs]
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lookups, or refreshes. To reduce the effect of thizblem during evaluation, we modified GHT to aloi
mapping the keys to points close to the space mynilVe do that by excluding 10% of each side ,(lefint,
top, bottom) of the space during hashing. We \eifier to the modified GHT by GHT*.

5.1.1 Number of Servers in Region

First, we study the effect of the number of seniara region. In the simulations, a value is set tfe
minimum number of servers, below which flooders #&sk new servers. Since the server self-election is
probabilistic, the actual number of servers ingiae could exceed this value. The experiment isaver a 100
node static topology with 4 regions and a LIR eda&lO. The number of insertions varies betweer800and
50. The results obtained are the message overhesadion, message overhead/lookup and storage
overhead/insertion with different number of servén®om these results we computed the normalizecdsages
overhead ablorm = Ins + Lookup * LIRwhere Ins and Lookup are the overhead/insertionoaadhead/lookup
respectively. Since, the optimum number of serdepends on LIR (the ratio of lookups to insertioms show
in Figure 5 the normalized overhead for different values B%.LWith low LIR, low number of servers causes
lower overhead, while high LIR favors more serveks. we notice, 3-4 servers give a good compromise.
Another tradeoff is that the total storage overhpadinsertion increases with the number of sepvaus also

more servers lead to higher robustness in casebility or failures.
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Figure 5: Normalized overhead for different numbfeservers

In the coming detailed experiments, the numbeenfess is set to 3. The simulation run is 200 sdsomith
30 insertions at the beginning and 300 lookups aata of 2 new lookups per second. Nodes are chasen
random for insertions and lookups. The number gfams varies from 4, 9, 16, to 25. We will starthastatic

networks, then look at failures and mobility.

5.1.2 Number of Regions
The number of regions in the space is an imporasign parameter that indicates the region sizetlaad

average number of nodes in region. Ideally we tikehave regions with small size to reduce the g&toca
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overhead and at the same time to have the regierlasige enough to relax the geographic accuradyeatuce
the effects of mobility. In static networks, theceess rate for both R2D2 and GHT is almost 100%yeso
consider only the overheads in this section. Edushows the insertion overhead of R2D2 comparésHT
and GHT*. R2D2 overhead decreases by increasinguhwer of regions (i.e., reducing the region s&ece

the network size is fixed), due to the reductionhi@ region geocast overhead. At low number oforegi GHT
has lower insertion overhead, but they become clasave increase the number of regfoms Figure 7, the
region size has less effect on R2D2 lookup overhsite the main factor here in reducing the owahie
caching the servers and anycasting them. Both GkIrGHT* have a significantly higher lookup overhead
than R2D2. GHT* has a lower overhead than GHT, esiicexcludes hashing points close to the network
boundary, which can cause the external perimedgetsal, but it is still higher than R2D2. Insemnt@nd lookup

overhead in GHT are similar, since they are udmegsame mechanism.
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Figure 6: Insertion overhead for R2D2 vs. GHT & GHT Figure 7: Lookup overhead for R2D2 vs. GHTGHT*

The high overhead of GHT is due to the home peemeduting. Each packet in GHT (insertion, lookop,
refreshment) goes to the home node (closest nodedtination point), then it traverses the entieempeter
(home perimeter) that encloses the destinatiomrbetturning to the home node. The average pezmhength
is somewhat long, which can be noticed also frogufé 8, where the average storage overhead foNb@es
is around 8 in GHT* (18 in GHT), which means thataverage 8 nodes are in the home perimeter areltb®
packet. This is consistent with the insertion avaklp overheads, which are around 15 messagesdinglthe

forwards to home node and back replies). By lookihghe randomly generated topology in Figure 9cae

understand why average perimeters are so longvdn with avoiding the surrounding boundary points
GHT* and using only the internal 64% (.8*.8) of thgace for hashing, there are still many areaseavadrash
point there could cause external perimeter tralieP3aeven with random uniform distributions thene still
somewhat large internal areas without nodes. Tlye Keat hash in these areas have long home persnée

this may be the most interesting, which is theatftd planarization. Planarization (in this caseéfsa Graph)

2 Notice that we are using simple direct flooding.eréheach node inside the region broadcasts theepanke. Alternatively we can use smart flooding
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excludes many links from perimeter routing, sucét teven in higher dense networks, packets stilke htav

traverse long perimeters because shortcuts bettiegrerimeter nodes are not included in the plgrapH.
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Figure 8: Storage overhead (per insertion) for RZD2GHT & GHT*
Figure 9: Example of a random uniform topology vehgrerimeter

traversing (in a GG planarized graph) takes mamgsh@Gray edges are
the physical links not included in the planar graph

Figure 10 shows the periodic failure check overhieaB2D2 compared to the refresh overhead in GHT. |
R2D2 it is close to the number of nodes, sinceaicheregion, where there are keys stored, one ofe¢heers
geocast and so there is only a single geocastcim esion independent of the number of keys stdnece. In
GHT the periodic overhead is much higher, becausedfresh is sent for every key around its honrameter
(every key has a different hash point), so the loz@d increases with the number of keys storedefample, in
this case we have 30 keys with an average perimé&nodes in GHT* (18 in GHT) for 100 node topgikes,
which gives around 240 messages as shown in theef{@GHT* around 250 and GHT around 500).

These results show that the total overhead depmmtise data model and the LIR. For example in dreice
model, R2D2 has a lower overhead due to the laige Wwhile in the event model with larger number of
insertions, GHT may have lower overhead. In ordeevaluate the total overhead taking into accobat t
insertions, lookup, and periodic overhead, we camthe normalized total overhead as

Norm= ns, iRate+ Lookup* IRate+ T—er
en

where Norm is the normalized total overhead per secoimd, is the overhead/insertior,ookup is the
overhead/lookupiRate andIRateare the insertion and lookup rates respectiviedy,is periodic overhead in an
interval, anden is the length of the interval. Plotting this eqoatat different LIRs, we show in Figure 11 the
point where R2D2 and GHT* overhead intersect. Thiseneficial in deriving which system is more @gnt in

a certain situation. The overhead ratio between Rabd both GHT and GHT* is shown Figure 12 for

techniques [15] which will reduce the geocast ogathsignificantly.

We are using a density of 1/102%with an 80m transmission range; in GHT [18] thasiy is 1/256rfwith a 40m transmission range, which gives the
same connectivity. In order to verify that, we the same experiment with the higher density andtdvansmission range of [18] and we got the same
results.
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different lookup rates (LR). FArlIR>0.1, R2D2incurs less overhead than GHT*, with the savingsr@gching
80% forLIR>10.
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Figure 13: Lookup success rate for different nadleife rates Figure 14: Periodic overheadlffferent node failure rates
5.1.3 Failures

In this section, we show the robustness of R2D2 wadde failures. Robustness is achieved by thécegjan

among servers and the periodic failure checkinghaeism. We run simulations of 100 nodes where 13i%,

or 50% of the nodes fails at random times. In FegL®, the success rate remains high with failurdésth GHT
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and R2D2 (around 97% when 50% of the nodes fail)h\B5 regions and 100 nodes in R2D2, the sucedes r
falls down because on average we have only 4 npelesegion, and less than that with failures. Byirsg the
region size appropriately we can avoid this problBmure 14 shows the periodic overhead with fa#jiR2D2
overhead increases slightly but remains around rthmber of nodes, while GHT overhead increases

significantly due to the extra perimeter traverdaiskey refreshments after node failures.
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Figure 17: Lookup overhead for different node mibpilates Figure 18: Mobility update (refreslwedchead in R2D2 and GHT
5.1.4 Mobility

R2D2 is very robust to node mobility. The main mras that local movements as long as the sereensin
in the region, do not require change of serverargr extra overhead. Mobility updates happen onlgmwh
server moves out of region. In this experiment,asodre moving using the random waypoint model@h a
maximum rate of 1m/s, 2m/s, or 5m/s. There is nospaime, all nodes are moving continuously. Figlse
shows the high success rate of R2D2 under mobiilitirops only with higher number of regions, besmof the
low number of nodes per region, which is also ts&son for the insertion and lookup overhead ineréas
Figure 16 and Figure 17, because of the extra géo@nd retransmissions looking for servers in réaice
region. This problem does not exist with higher bemof nodes and can be avoided by setting an ppate
region size. For example, with 100 nodes movindrals, 9 regions give a success rate above 99%. GHT

success rate drops faster with mobility, since amall movements can cause changes in the key storag
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Lookup packets reach home nodes (nodes closesstmdtion point) that do not have the key duehtanges in
topology. In addition, perimeter traversal with riity is susceptible to loops, which may cause plaeket to
exhaust its TTL. We used a 2 second replanarizaiioer with GHT to reduce this efféctin Figure 18, we
show the mobility update overhead during an inteeguivalent to GHT refreshment interval, sincehbot
them reflect the overhead due to mobility (in aiddit GHT performs refreshes when new node joinkeaves
are discovered). R2D2 has much lower overheade sinty the servers send updates when they movefout
region. In Figure 19 and Figure 20, we fix the nembf regions of R2D2 to 9 and change the pause tim
nodes moving with a maximum random-waypoint vejooit 5m/s. We notice the high success rate andbtue

overhead compared to GHT and GHT*.
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Figure 19: Lookup success rate for different noglese times Figure 20: Lookup overhead foediffit node pause times

5.2 Location Inaccuracy

In this section, we study the effect of inaccutatation information on R2D2. One of the main okijgs of
R2D2 is to relax the accuracy required by nodesstimating their location. In this section we cadesionly the
routing behavior in an ideal wireless environméngrder to evaluate the effects of location inaacy without
the interference from other layers such as MACigiolhs or physical layer effects. We use a statit stable
network of 1000 nodes having the same radio randelansity as in the previous section. Resultsangputed
as the average of 1000 runs, where in each simalatin, nodes are placed at random locations itojaogy
and 10 insertions and 100 lookups are generatecamgom nodes. The success rate is the percentage of
successful lookups. The maximum localization eis@resented as a fraction of the radio range.€eBtienated
node location is picked uniformly from a randomdton around the node accurate position limitedthsy
maximum localization error.

Figure 21 shows the success rate of R2D2 with réiffenumber of regions (16, 36, and 64 regions)paoed
to GHT at low inaccuracy range (2-10% of the raginge). R2D2 is more robust to location inaccuridan

GHT and the effect of inaccuracy is less on larggions. Figure 22 has a higher inaccuracy rangel(®%),

“In [18] the TTL was also limited during refreshrteeto reduce the overhead if looping happens, leuhawe not included this change here, since it is
not clear how the TTL can be set dynamically withextra overhead and what its effect is on othections of the protocol.
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which shows the effects of inaccuracy more cledfly. example, at an inaccuracy equal to 60% ofrdiaéo
range, GHT success rate goes below 60%, while Rl above 95%.

By adding the fix we introduced in [22] to GPEnd the geographic routing in R2D2, the succets ra
improves significantly. At low inaccuracy range tthd&2D2 and GHT have a success rate higher tha&¥%®9.
with larger regions still having better rate, the differences are small. Figure 23 shows the sgaege at high
inaccuracy range. With an inaccuracy up to 80%hef tadio range, both R2D2 and GHT have above 95%
success rate. At an inaccuracy up to the whole@nadige, R2D2 is above 90% and GHT above 80%, whiah

significant improvement.
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53 High-Level Smulation & Analysis

To evaluate the scalability of R2D2 to higher numiifenodes, we perform high-level simulations withthe
wireless MAC and physical details. We compute ttaltmessage overhead and the hotspot messagesagierh
(maximum node overhead) in a static network. Ineaser network, the overhead reflects also the gnerg

consumption of a sensor node and the lifetime eflole network. Without errors or dynamics such as
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failures and mobility, the success rate need notdraputed (always 100%). We compare R2D2 to GHT,
flooding (local storage), and centralized storageteinal storage). We count only the insertion bakup
overhead. The periodic refreshment overhead in @I the failure check overhead in R2D2 are notinedl,
but we can easily compute an estimate for themdoasehe detailed simulations results. In GHT, wendt use
hash points that lead to long perimeter traversalré than square root the number of nodes), inrotdevoid
the high overhead of the external perimeter tralers

We will first do some approximate analysis for gtmmmunication overhead of the mechanisms. We will
consider general insertion and lookup operatiofgren is the number of nodekjs the number of insertions,

L is the number of lookup® is the number of regions in R2D2, and S is theaye number of servers per
region. We will use the asymptotic expressionQiffn) for flooding the whole networkO(\/ﬁ) for point-to-
point routing, andO(n/R) for region geocasts. In flooding we assume thatrthdes store (insert) their keys

locally and other nodes flood (lookup) to get thémcentralized storage, we assume a centralized,rsioring
all the keys, so that all insertions and lookupes farwarded to it. The following table shows thgraptotic

insertion and lookup message overhead:

Total message overhead Hotspot message overhead
Flooding O(n)x L O(L)
Centralized I XO(\/H) + on(\/ﬁ) O(L+1)
GHT I xO(/n) +Lx0@/n) o(ky. forL>1
|

R2D2 n | L

| xOW/n+=)+LxO/n o—+———

( R) (V) (R min(I,R)XS)

The total message overhead in R2D2 includes thertine overhead, where an insertion is composed of
point-to-point route to reach the region and a gebmside the region. The lookup is anycast tached server,
so it can be considered as a point-to-point rdatéhe hotspot message overhead of GHT, we assookeps
are uniformly distributed over keys so that for le&ey inserted, its home node will ha@€L/l) lookup. In
R2D2, we assume also that keys are uniformly disteid over regions and lookups are uniformly disted
over keys, so that the overhead of a server indegtions of keys in its region and the lookupsy(asted) are
distributed between th® servers in the region. The temin(l,R) takes care of the case when the number of
insertions is less than the number of regionshab lbokups are distributed only over those regithias have
insertions. In GHT the refresh overhead per infeivaequal to‘the number of keys stored (I) * average

perimeter length’ In R2D2, failure check overhead per intervaltisn@st'n/R * minimum (I,R), since we do

® This fix solves the disconnection problem in plation, which we found to be the major problerattresults from
location inaccuracy and causes failures during facéing. In this fix, a node does not remove ageetb another node in
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not need to geocast in regions that have no keya.cénstant node density, increasing the numbeodés will

increase the network size, and by increasing timebeu of regions in R2D2 with the network size aeéjng

the region size fixed, n/R remains constant. Ireothay, the average number of nodes in the regi@onstant,

since the density and region size are constanhidrcase, the asymptotic overhead at large nuofosodes for

R2D2 will be similar to centralized storage and GMie can also see that in the simulations, whereerease

the number of nodes from 100 to 100000 with differelRs. The number of insertions is 10. The dgnsit

similar to the detailed simulations and the regsire in R2D2 is set to have an average of 100 nobes

results are the average of 10 random simulatiotis ¥ random topologies. In Figure 24, we see flogdhas

the highest message overhead since each lookupodefl. Centralized, GHT, and R2D2 have close total

overhead. Figure 25 shows the hotspot message eacdkriwhich is computed as the maximum message

overhead at a single node. Centralized and floodawg a high hotspot overhead compared to GHT 2RPR

R2D2 has lower hotspot overhead than GHT in theseasios, because the lookups for a key in R2D2 are

distributed over multiple servers in the regionjlesin GHT the same home node get all lookups foedain

key. As we notice also from the table, the hotsp@rrhead of R2D2 is low whdrs small compared tB. As|

increases abowR, the hotspot overhead will increase. For GHT lowl& is preferred.
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Figure 27: Hotspot message overheatiérevent model, LIR=0.05

the planar graph, unless the other node is conméatdhe same witness. [22]
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In Figure 26 and Figure 27, we perform the comparis theevent modelWe assume 100 event types, 10
detected events per type, and 50 queries. This@iv@s LIR. Events are detected at random nodeie @t
queries are from a single node representing theamnktgateway. We assume aggregation is performedl af
them, such that a lookup query returns results siagie reply. We do not consider the structurqaication
version of GHT. This technique could be used siryilan both GHT and R2D2. The figures show that R2D
will have higher overhead at low number of nodegdoise of the insertion geocast overhead with langeer
of insertions. As the number of nodes increase, R&ill be similar to Centralized and GHT, since tirgcast
hops will dominate the overhead in large netwowksich confirms the asymptotic overhead shown bytéide

equation.

6 Additional Design Considerations

In this section, we consider additional design essuhe existence of gaps in the region, emptyorsgand

region resizing.

6.1 Region Gaps

As shown in Section 4.3, when a key is inserteal iagion, it is stored by all the elected serverthe region.
We use geocasting in order to reach all the nodethe region including the servers. In order toiegdh
consistency between insertions and lookups, we aegelocasting mechanism that can reach all nod#dsein
region, otherwise lookups may query servers thamnat reached by the insertion geocast. A simpteaging
mechanism is to forward the packet to the regiahthan flood inside the region boundaries. Thishmacsm is
sufficient at high density networks when all nodesde the region are connected. But if a gap exstide the
region such that nodes in the region are not cdedeasithout going outside the region, this simplechanism
may fail as shown in Figure 28. To solve this peoblwe proposed a novel geocasting mechanism, Qaugra
Forwarding-Perimeter-Geocast (GFPG) [21] that pfesiguaranteed delivery to all nodes in the regidmout
global flooding or global network information evahlow densities and with the existence of regiapsgyor
obstacles. GFPG uses a combination of region ffapdind face routing to reach all nodes in the regie
shown in Figure 29. In [21], we evaluated this ngethm in detail.

Initially, nodes outside of the geocast region gesegraphic forwarding to forward the packet towtrd
region. As the packet enters the region, nodesifloinside the region. All nodes in the region duloast the
packet to their neighbors and in addition, all reoda the border of the region send perimeter med&gis to
their neighbors that are outside of the region.oflenis a region border node if it has neighborsidatof the
region. By sending perimeter packets to neighbatside the region (notice that perimeter mode pachee

sent only to neighbors in the planar graph notltpleysical neighbors), the faces intersectingrégion border
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are traversed. The node outside the region, regeivie perimeter mode packet, forwards the pacsiegithe
right-hand rule to its neighbor in the planar grapid that neighbor forwards it to its neighbor andon. The
packet goes around the face until it enters théomeggain. The first node inside the region to rexe¢he
perimeter packet floods it inside the region omwigs it if that packet was already received anddiéml before.
Notice that all the region border nodes send themgeer mode packets to their neighbors outsiddefregion,
the first time they receive the packet, whethelytheceive it through flooding, face routing, or thmtial

geographic forwarding. This way if the region cetsiof separated clusters of nodes, a geocasttpaitkstart

at one cluster, perimeter routes will connect thedasters together through nodes outside the regiod each
cluster will be flooded as the geocast packet sntefor the first time. This guarantees that aldas in the
region receive the packet, since perimeter paajeitsg out of the region will have to enter the egagain
from the opposite side of the face and accordirdllyfaces intersecting the region will be covergdr the

detailed explanation and evaluation of GFPG andhaparison to other geocasting mechanisms see [21].
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Figure 28: A gap (disconnection) in the geocasbregA packet Figure 29:A mix of region flooding and face routing to reaal
flooded in the region cannot reach all nodes witlyming out of nodes in the region. Nodes around the gapparé of the samn
the region face. For clarity, here we are showing only theimpeter packe

sent around the empty face, but notice that albregorder node
will send perimeter packets to their neighbors #rat outside «
the region

6.2 Empty Regions

One aspect of R2D2 we need to consider is howdbwligh empty regions that have no nodes insideh\tie
relatively large size of regions, this is unlikéty happen when the nodes are uniformly distribuBad. for a
more general solution that can deal with irreguatributions and obstacles covering a region, wednto
consider that. The solution we provide for thiskpeon is to store keys belonging to the empty regiothe
region of the node closest to that empty regiorbdth insertions and lookups, a packet forwardetthéoempty
region will reach the node closest to the regidme hode closest to the region will send the paickperimeter
mode, and since there are no nodes closer to giientet will receive the packet back and it wihdw that it is
the closest node. The node then will insert or igothe key in its own region similar to regular &ep server

storing keys belonging to other region will havecteeck periodically that the region is still emptyd that no
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node from other region has become closer to thdyeragion. If this happens, the key (or a pointeit has to

move to the other region.

6.3 Dynamic Region Resizing

One option we examined is the dynamic resizindhefregions based on the network conditions. Weddeci
not to perform dynamic resizing due to the compjeiiwill cause and the extra overhead, while biemefits
are not clear. We believe the region size shoulddbes a multiple of the radio range and sinceati® range
is fixed, then the region size should be fixed. Tiaeleoff in region size is between the flexibility mobility
and inaccuracy larger regions provide and the leacgst overhead of smaller regions. Typically,giore size
covering of a few radio hops is adequate to oveecdhe effects of inaccuracy and mobility, while our
simulations show that reducing the region sizertaeh (closer to the radio range) does not havefsignt
effect on the geocast overhead, since most nodesrimeborder nodes of the region and affect neighdmions.
Accordingly, increasing or reducing the region dimyond a few hops (e.g. 3-5 hops) of the radigeds not

beneficial and it is preferable to keep it fixedeafmctor of the radio range.

7 Conclusions

This paper presents the design and evaluation BRRa scalable rendezvous-based architecture faiess
networks. R2D2 facilitates service location andtbtvapping, in addition to data-centric storageficuration,
and task assignment. We evaluated R2D2 using eétaimulations of a realistic wireless environment
including the physical details and node dynamics] ae compared its performance and robustness to a
rendezvous-point approach. We studied also thengcploperties of R2D2 using high level-simulatiand
analysis, and compared its scalability to rendegymaint, flooding, and a centralized approach. Témults
show that R2D2 is scalable to large number of naghelsis highly efficient, especially in applicat®owith high
lookup-to-insertion ratios whetie provides 80% overhead reduction over the renodlezypoint approach. It is
also robust to node failures and mobility, andelaxes the requirements for the geographic accuaoypde
positions and network boundaries. R2D2 is more sblbm location inaccuracy and it requires loweriguiic
overhead, since no periodic refreshments are ndededch individual key. In addition, R2D2 is mdiexible
in selecting which nodes to become servers and sterkeys. It can choose nodes with certain chpedirom
within the region, while with a rendezvous-poinpegach the home node of a key is determined solglthe
geography. Selecting more stable nodes with higlogrer and memory can have a significant advantage i

mesh networks, where nodes have different capabilind resources.

24



References

(1
(2

(3]
(4]
(5]
(6]
(7]
(8]
19

[10]
[11]

[12]
[13]
[14]
[15]
[16]
[17]
[18]
[19]

[20]

[21]

[22]

[23]

[24]

[25]

P. Bonnet, J. E. Gehrke, P. Seshadri. “Queryind’tigsical World” IEEE Personal Communication®ctober 2000.
P. Bose, P. Morin, I. Stojmenovic, and J. UrrutRouting with Guaranteed Delivery in Ad Hoc WiredeNetworks”.
Workshop on Discrete Algorithms and Methods for MoBomputing and Communications (DialM99).

J. Broch, D. A. Maltz, D. B. Johnson, Y.-C. HuJétcheva. “A performance comparison of multi-hopeVeiss ad hoc
network routing protocols’ACM MOBICOM 1998.

N. Bulusu, J. Heidemann, D. Estrin, T. Tran. “Smfafiguring Localization Systems: Design and Exmpemtal
Evaluation”. ACM Trans on Embedded Computing Systems (TEQE.

D. Estrin, M. Handley, A. Helmy, P. Huang, D. ThaleA Dynamic Bootstrap Mechanism for Rendezvousdth
Multicast Routing”.IEEE INFOCOM 1999

R. Govindan, J. Hellerstein, W. Hong, S. Madden, Avanklin, S. Shenker. “The Sensor Network as sabege”.
UCLA-TRSept 2002.

A. Helmy. “Architectural Framework for Large-Scallticast in Mobile Ad Hoc NetworksEEE ICC,April 2002.

J. Hightower and G. Borriello. “Location Systems fibiquitous Computing”lEEE ComputerAug. 2001.

C. Intanagonwiwat, R. Govindan, D. Estrin. “Diregt@iffusion: A Scalable and Robust Communicationaélggm for
Sensor Networks"ACM MOBICOM2000

B. Karp and H.T. Kung. “GPSR: greedy perimeteredésts routing for wireless networke&CM MOBICOM2000.

Y. Kim, J. Lee, A. Helmy. “Impact of Location Incsistencies on Geographic Routing in Wireless Neta/brACM
MSWIM2003.

F. Kuhn, R. Wattenhofer, A. Zollinger. “Worst-Caggptimal and Average-Case Efficient Geometric Ad-Hoc
Routing”. Mobihoc2003.

S. Kumar, C. Alaettinoglu, D. Estrin. “Scalable @&tf-tracking through Unattended Techniques (SCOUIBEE
ICNP 2000.

J. Li, J. Jannotti, D. Couto, D. Karger, R. Morri& Scalable Location Service for Geographic Ad HRouting
(GLS/Grid)”. ACM Mobicom 2000.

S. Ni, Y. Tseng, Y. Chen, and J. Sheu. “The Broatl&torm Problem in a Mobile Ad Hoc NetworkACM
MOBICOM1999.

NS Network Simulator. http://www.isi.edu/nsnam/ns.

N. B. Priyantha, A. Chakraborty, H. Balakrishnanhé& Cricket Location-Support SystenCM MOBICOM200Q

S. Ratnasamy, B. Karp, L. Yin, F. Yu, D. Estrin,&vindan, S. Shenker. “GHT: A Geographic Hash &dbt Data-
Centric Storage”Proceedings of the ACM Workshop on Sensor Netwamnkis Applications,Sept2002 andACM
MONET Journal2003

A. Sawvides, C.-C. Han, M. B. Srivastava. “Dynarfine-Grain Localization in Ad-Hoc Networks of Serso ACM
MOBICOM2001.

Karim Seada, Ahmed HelmyRendezvous Regian& Scalable Architecture for Service Location dbdta-Centric
Storage in Large-Scale Wireless NetworkéEEE/ACM IPDPS % International Workshop on Algorithms for
Wireless, Mobile, Ad Hoc and Sensor Networks (WM&kKhta Fe, New Mexicéypril 2004.

K. Seada, A. Helmy. “Efficient Geocasting with Reff Delivery in Wireless Networks”IEEE Wireless
Communications and Networking Conference (WGK@anta, GeorgiaMarch 2004.

K. Seada, A. Helmy, R. Govindan. “On the Effectlafcalization Errors on Geographic Face Routing ensdr
Networks”.IEEE/ACM 3rd International Symposium on Informat®rocessing in Sensor Networks (IPSN), Berkeley,
CA, April 2004.

Karim Seada, Marco Zuniga, Ahmed Helmy, Bhaskasikmamachari. “Energy-Efficient Forwarding Stratsgier
Geographic Routing in Lossy Wireless Sensor NetaorRCM 2" Conference on Embedded Networked Sensor
Systems (SenSys), Baltimore, Maryladddyember 2004.

D. Son, A. Helmy, and B. Krishnamachari. “The Effe€ Mobility-induced Location Errors on Geograpfouting in
Ad Hoc Networks: Analysis and Improvement using iobPrediction”. IEEE WCNC2004.

A. Ward, A. Jones, A. Hopper. “A New Location Tefue for the Active Office”]EEE Personal Communications,
October 1997

25



