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Heterogeneous face recognition, also known as cross-modality face recognition or inter-modality face recognition, refers to matching two face images from alternative image modalities. Since face images from different image modalities of the same person are associated with the same face object, there should be mutual components that reflect those intrinsic face characteristics that are invariant to the image modalities. Motivated by this rationality, we propose a novel approach called mutual component analysis (MCA) to infer the mutual components for robust heterogeneous face recognition. In the MCA approach, a generative model is first proposed to model the process of generating face images in different modalities, and then an Expectation Maximization (EM) algorithm is designed to iteratively learn the model parameters. The learned generative model is able to infer the mutual components (which we call the hidden factor, where hidden means the factor is unreachable and invisible, and can only be inferred from observations) that are associated with the person’s identity, thus enabling fast and effective matching for cross-modality face recognition. To enhance recognition performance, we propose an MCA-based multi-classifier framework using multiple local features. Experimental results show that our new approach significantly outperforms the state-of-the-art results on two typical application scenarios, sketch-to-photo and infrared-to-visible face recognition.
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1. INTRODUCTION

Face recognition has attracted great attention in recent years due to the increasing demands of real-world applications [Chellappa et al. 1995; Zhao et al. 2003; Wolf et al. 2008; Wright and Hua 2009; Li and Tang 2007; Li 2009; Tang and Li 2009; Berretti et al. 2012; Ewerth et al. 2012; Jia and Gong 2008; Zhang et al. 2011b; Li et al. 2011; Li et al. 2009; Shao and Fu 2013; Ding et al. 2015; Li et al. 2015; Li et al. 2014; Shao et al. 2014a; Shao et al. 2014b; Zhang et al. 2014; Yan et al. 2013; Zhen et al. 2014; Li et al. 2014]. An emerging research topic in the face recognition community is heterogeneous face recognition [Li 2009; Ding et al. 2014; Shao et al. 2015]. Heterogeneous face recognition, also known as inter-modality face recognition or cross-modality face recognition, refers to matching two face images from alternative image modalities. To illustrate the cross-modality face recognition problem, two typical cases are considered: sketch-photo recognition and infrared-visible recognition. In the first case, since sketches are drawn by artists, they look quite different from the corresponding photos, as shown in Fig. 1(a). We can see that much texture information is missing from the sketches, and outlines are distorted. In the second case, we need to match images taken by an infrared device to gallery images taken by a visible-light camera [Yi et al. 2007; Liao et al. 2009; Klare and Jain 2010; Li et al. 2014], as shown in Fig. 1(b). Infrared-visible face recognition confronts similar problems when query images of objects are taken in a dark environment where infrared cameras are employed to deal with the weak illumination problem. The challenge of matching heterogeneous face images lies in the fact that the probe images and the gallery images are acquired through different processes under different conditions and thus have significant discrepancies.

A large number of studies on the heterogeneous face recognition problem have been conducted which essentially fall into the following three categories: 1) Convert images from one modality to the other by synthesizing a pseudo-image from the query image such that the matching process can be carried out within the same modality. For instance, [Tang and Wang 2004] applied a holistic mapping to convert a photo image into a corresponding sketch image. In [Liu et al. 2005; Wang and Tang 2009; Geng and Jiang 2011], the authors used local patch-based mappings to convert images from one modality to the other for sketch-photo recognition. 2) Design an appropriate representation that is insensitive to the modalities of images. For example, Klare et al [Klare et al. 2011] used SIFT [Lowe 2004] feature descriptors and multi-scale local binary patterns [Ojala et al. 2002] to represent both the sketch and photo images; Zhang et al [Zhang et al. 2011a] proposed a learning-based algorithm to capture discriminative local face structures and effectively match photo and sketch. 3) Compare the heterogeneous images on a common subspace where the modality difference is believed to be minimized. Tenenbaum et al. [Tenenbaum and Freeman 2000] applied the Bilinear Model (BLM) by Singular Value Decomposition (SVD) to develop a common content space (associated with identity) for a set of different styles (corresponding to modalities). In [Lin and Tang 2006], Lin et al. developed a common discriminant feature extraction (CDFE) algorithm for the inter-modality face recognition problem. In [Yi et al. 2007], Yi et al used the Canonical Correlation Analysis (CCA) technique to construct a common subspace in which the correlations between infrared and visible images can be maximized. In [Li et al. 2009], Li et al applied the CCA on cross-pose face recognition. In [Sharma and Jacobs 2011], Sharma and al applied the Partial Least Squares (PLS) method to derive a linear subspace in which cross-modality images are highly correlated, while variances are better preserved at the same time compared to the previous CCA method. In [Huang et al. 2013], Huang et al. proposed an effective subspace learning framework called Regularized Discriminative Spectral Regression for heterogeneous face recognition. In [Klare and Jain 2013], a generic HFR frame-
work was proposed in which both probe and gallery images are represented in terms of non-linear kernel similarities to a collection of prototype face images to enhance heterogeneous face recognition accuracy.

In this paper, we propose a novel subspace approach called mutual component analysis (MCA) for cross-modality face recognition. Our primary idea is that face images of the same person should be associated with the same mutual component (which we call the hidden factor, where hidden means the factor is unreachable and invisible, and can only be inferred from observations) that is invariant to modalities, as illustrated by Figure 2. By learning a generative model to model the generation process of face images in different modalities, the cross-modality face recognition can be easily accomplished by inferring the hidden factors that are associated with the person’s identity while invariant to its image modality. Our phenomenon-to-nature idea is quite suitable for this cross-modality problem since we can capture the unchanged nature (modeled by the hidden factors) of different phenomenon (modalities), based on which the cross-modality face recognition problem can be well solved, as supported by our experimental results.

The major contributions of this paper are summarized as follows:

1. Considering the specific property of cross-modality face recognition, we propose a novel subspace approach called mutual component analysis (MCA) to address this challenging problem. Unlike the previous methods in heterogeneous face recognition, our approach provides new insight into this problem by constructing a generative model to formulate the generation of facial images in different modalities. By using this generative model, the mutual components (which are only associated with the persons identity and invariant to the image modality) can be extracted for effective classification. To the best of our knowledge, this is a novel method that has not previously been attempted in this field.

2. Based on the proposed MCA approach, we develop an enhancement called the MCA-based multi-classifier fusion framework, using multiple local features to improve recognition performance.

3. From the experiments, we can clearly see that our proposed approach is able to obtain significant improvement over published algorithms in the literature on two large and challenging cross-modality face recognition databases.
The rest of this paper is organized as follows: In Section II, we describe the proposed mutual component analysis (MCA) approach for cross-modality face recognition. In Section III, an MCA-based multi-classifier fusion framework is proposed to further enhance recognition performance. Experimental results and analysis are given in Section IV. Lastly, Section V concludes this paper.

2. MUTUAL COMPONENT ANALYSIS

In this section, we first propose the linear generative model which we name mutual component analysis (MCA) for the cross-modality problem. Then an EM algorithm is developed to learn the model parameters. Lastly, an MCA-based linear classifier is constructed for cross-modality face recognition.

2.1. Linear Generative Model

By viewing the cross-modality face recognition problem as the observation of features through different transmission channels, we can formulate it with a generative model. In this sense, the face data of different modalities can be considered as being generated by the same original signal (associated with the mutual components) passing through different transmission channels.

To simplify the analysis, we introduce (or re-define) the following notation, where a term with superscript $k$ indicates that it is dependent on modality $k$, and a term with subscript $i$ indicates that it is dependent on the $i$-th observation.

\begin{itemize}
  \item $N$: The number of training observations for each modality.
  \item $D$: The dimension of observations (the dimension of features of images in our experiments).
  \item $d$: The dimension of hidden factor $\mathbf{y}$ ($d$ is decided empirically).
  \item $r$: The rank of complemental matrix $U^k$ ($r$ is decided empirically).
  \item $K$: The number of modalities ($K = 2$ in our sketch-photo/infrared-visible face recognition).
  \item $M^k$: $D \times N$ matrix with $N$ training observations (columns) in modality $k$.
  \item $I_d$: The $d \times d$ identity matrix.
  \item $\mathbf{m}_i^k$: The $i$-th $D \times 1$ column vector in the training set $M^k$.
\end{itemize}
$M_i$: The $i$-th observations in all modalities $M_i = \{ \vec{m}_i^k | k = 1, \ldots, K \}$, $K$ is the number of modalities.

$\vec{y}_i$: The $d \times 1$ vector generates the observations $M_i$, with prior standard normal distribution.

$Y$: $d \times N$ matrix with the $i$-th column consisting of $\vec{y}_i$.

$\Sigma^k$: $D \times D$ diagonal matrix ($\Sigma^k = C^k C^k \text{T}$, we only reserve the diagonal components for computational efficiency).

$\vec{\beta}^k$: The estimated $D \times 1$ mean vector for observations in modality $k$.

$U^k$: The $D \times d$ matrix of rank at most $r$ ($U^k = R^k \ast W$, by adapting the matrix $R^k$, we gain a rank-constrained $U^k$, $W$ is a $r \times d$ constant orthonormal matrix).

Suppose that we have two sets of observations (where $K = 2$ in this case) $M^1 = \{ \vec{m}_1^1, \vec{m}_2^1, \ldots, \vec{m}_N^1 \}$ and $M^2 = \{ \vec{m}_1^2, \vec{m}_2^2, \ldots, \vec{m}_N^2 \}$ of $N$ pairs of subjects consisting of $D \times 1$ column vectors, where the superscripts indicate the modalities of observations and the subscripts indicate the identities. Since $M^1$ and $M^2$ are two observations of the same group of subjects, they should be associated with the same set of mutual components $H = \{ \vec{h}_1, \vec{h}_2, \ldots, \vec{h}_N \}$ consisting of the $d \times 1$ column vectors that generate them.

Since observations in both $M^1$ and $M^2$ are generated by the corresponding mutual components in $H$, the relationship between $H$ and $M$ can be modeled by a transmission channel denoted by a transmission function $F$. For the $k$-th modality, there is a function from $d$-space to $D$-space $\vec{F}^k: R^{d \times 1} \rightarrow R^{D \times 1}$:

$$\vec{F}^k(\vec{x}) = [\vec{F}_1^k(\vec{x}), \vec{F}_2^k(\vec{x}), \ldots, \vec{F}_D^k(\vec{x})]^T,$$

such that

$$\vec{m}_i^k = F^k(\vec{h}_i).$$

We assume that $H$ is Gaussian distributed: $H \sim N(\vec{\mu}, \Sigma)$, which is equivalent to:

$$\vec{h}_i = \vec{\mu} + V \vec{y}_i,$$

where $\Sigma = V V^T$, $\vec{y} \sim N(\vec{0}, I)$. Substituting (3) into (2), we have:

$$\vec{m}_i^k = F^k(\vec{\mu} + V \vec{y}_i).$$

where: $D \times 1$ vector $\vec{\beta}^k = F^k(\vec{\mu})$, and:

$$\vec{x}_i = V \vec{y}_i,$$

$J_k(\vec{\mu})$ is the $D \times d$ Jacobian matrix with element $J_k(p, q) = \frac{\partial F_k^k(\vec{x})}{\partial x_q} \bigg|_{\vec{x} = \vec{\mu}}$, representing the partial derivative of the $p$-th component function in (1) with respect to the $q$-th variable of $\vec{x}$. $D \times 1$ vector $\vec{r}_i^k$ is the high-order residue with the $j$-th element $\frac{\partial F_k^k(\vec{x})}{\partial x_p \partial x_q} \bigg|_{\vec{x} = \vec{\mu}}$.

To simplify our model, we use Gaussian random noise to model the high-order derivatives of the function $\vec{F}^k$. Thus our linear generative model can finally be formulated as:

$$\vec{m}_i^k = \vec{\beta}^k + T^k \vec{y}_i + C^k \vec{z},$$

where $T^k = J_k(\vec{\mu}) V$ is a $D \times d$ matrix, $C^k$ is a $D \times D$ matrix with each column representing the bases of the noises (corresponding to the eigenvectors of the covariance matrix of noises), and $\vec{z}$ is the $D \times 1$ random vector whose components are independent standard normal random variables.
According to the linear generative model given by (5), given the modality-dependent observation $\vec{m}_k$, our aim is to infer the posterior distribution $P(\vec{y}_i|\vec{m}_k)$ of the hidden factor $\vec{y}_i$ (we refer to $\vec{y}_i$ as the hidden factor while $\vec{h}_i$ is the mutual component in the rest of this paper), based on which modality-independent face recognition can be implemented, as illustrated by Fig. 3.

2.2. Model Parameter Estimation

In this subsection, we construct a Maximum A Posteriori (MAP)-based EM algorithm to iteratively estimate the model parameters $\theta^k = \{\vec{\beta}_k, T^k, \Sigma^k\}$ in equation (5) (we will use $\Sigma^k = C^kC^kT$ to represent the $C^k$ parameter in the rest of this paper).

The estimation of $\vec{\beta}_k$. Given two training sets of observations $M^1 = \{\vec{m}_1^1, \vec{m}_1^2, \ldots, \vec{m}_N^1\}$ and $M^2 = \{\vec{m}_1^2, \vec{m}_2^2, \ldots, \vec{m}_N^2\}$ of $N$ subjects, the estimation of $\vec{\beta}_k$ is rather straightforward:

$$\vec{\beta}_k = \frac{1}{N} \sum_{i=1}^{N} \vec{m}_i^k.$$  \hfill (6)

The estimation of $T^k$ and $\Sigma^k$. Since the features of face images are usually of high dimension, the estimation of $T^k$ requires a large number of training samples to achieve sufficient accuracy, which may be practically infeasible in many situations. We deal with this problem by decomposing $T^k$ into two parts: $T^k = S + U^k$. \hfill (7)

The $S$ interprets the common components among different modalities, while $U^k = R^k*W$ is a complement for modality discrepancy (to constrain the rank of $U^k$ to prevent over-fitting, we decompose the $U^k$ into two matrices of rank $r$: $R^k$ is a $D \times r$ ($r < D$) matrix and $W$ is a $r \times d$ ($r < d$) constant orthonormal matrix where $WW^T = I$. By adapting $R^k$, we gain the matrix $U^k$ of rank $r$, and the $r$ is decided empirically. In our experiments, we found that the algorithm has a wide range for $r$ to obtain the best performance. Thus the estimation of $T^k$ can be divided into two steps: first estimate the common component $S$, and secondly estimate the modality-dependent component $U^k$. Substitute (7) into (5):

$$\vec{m}_k = \vec{\beta}_k + S\vec{y}_i + U^k\vec{y}_i + C^k\vec{z}.$$  \hfill (8)

In estimating the $S$, we first drop the relatively minor parts of $U^k\vec{y}_i + C^k\vec{z}$, and this approximation will be made up later by adapting $U^k$ and $C^k$. Dropping the last two terms in (8), it yields:

$$\vec{m}_k = \vec{\beta}_k + S\vec{y}_i.$$  \hfill (9)

PROPOSITION 2.1. Given $K$ sets $M^1 \ldots M^K$ of observations ($K$ is the number of modalities), and estimation of $\vec{\beta}_k$ in (6), the estimation of $S$ in (9) is:

$$S = V*\sqrt{E}.$$  \hfill (10)

where $V$ is a $D \times d$ matrix whose columns consist of the eigenvectors of $CM$ corresponding to the largest $d$ eigenvalues ($CM$ consists of the estimates of the covariance matrix of observations), and $E$ is a $d \times d$ diagonal matrix whose diagonal elements consist of the corresponding eigenvalues.

The proof of Proposition 2.1 is given in the Appendix. In the rest of this subsection, we construct an EM algorithm to estimate the modality-dependent parameters $U^k$ and $C^k$ in (8).
Given an observation set \( M^k \) and a hidden factor matrix \( Y \), our training aim is to maximize the joint probability:

\[
\theta^k = \arg \max_{\theta} P_\theta(M^k, Y),
\]

where \( P_\theta(M^k, Y) = P(M^k, Y|\theta) \). However, the hidden factor matrix \( Y \) cannot be observed, and can only be inferred.

**Lemma 2.2.** Given model parameter estimate \( \theta^k = (\hat{\beta}^k, T^k, \Sigma^k) \), the posterior distribution of hidden factor \( \hat{\gamma}_i \) is:

\[
P_{\theta^k}(\hat{\gamma}_i|\hat{m}^k_i) \sim N(\varphi^k, L^k),
\]

where \( \varphi^k = L^{k-1}T^k\Sigma^{-1}(\hat{m}^k_i - \hat{\beta}^k) \) and \( L^k = I_d + T^k\Sigma^{-1}T^k \) (\( I_d \) is \( d \times d \) identity matrix).

The proof of Lemma 2.2 is given in the Appendix. Lemma 2.2 estimates the posterior distribution of hidden factors given observations. Instead of inferring one hidden factor per training sample, in our algorithm the samples with different modalities (from the same subject) share the same hidden factor. This is a major difference between our approach and the traditional factor analysis based models. According to Lemma 2.2, the posterior distribution of hidden factor \( \hat{\gamma}_i \) is also Gaussian distributed and we can infer it with the model parameter \( \theta^k \). So far, we have seen that the estimation of parameter \( \theta^k \) depends on the inference of \( \hat{\gamma}_i \); and the \( \hat{\gamma}_i \) again depends on the model parameters.

To solve this co-dependent problem, we construct an EM algorithm to iteratively update the model parameter \( \theta^k \) from a randomly initialized estimate \( \theta^0 \). The following proposition describes how to update the \( R^k \) and \( \Sigma^k \) when given \( \hat{\beta}^k \) and \( S \).

**Proposition 2.3.** Given an initial estimate \( (R^0_k, \Sigma^0_k) \), let \( \bar{E}^{1}_{M_i} \) and \( \bar{E}^{2}_{M_i} \) denote the first and second moments of \( \hat{\gamma}_i \) calculated with the estimates on condition of \( M_i = \{ \hat{m}^k_i | k = 1, K \} \). The new estimates \( (R^k, \Sigma^k) \) increase the joint probability of (11) if \( R^k \) is the solution of:

\[
\sum_{i=1}^{N} (\hat{m}^k_i - \hat{\beta}^k) \bar{E}^{1}_{M_i} = (S + R^k W) \sum_{i=1}^{N} \bar{E}^{2}_{M_i},
\]

\[
\Sigma^k = \frac{1}{N} \text{diag} \left\{ \sum_{i=1}^{N} \left( \bar{E}^{1}_{M_i} \bar{E}^{1}_{M_i}^T (\hat{m}^k_i - \hat{\beta}^k)^T \right) \right\}.
\]

The \( \text{diag} \{ \cdot \} \) means retaining the diagonal elements (we only retain the diagonal components for computational efficiency). The conditional moments are given by:

\[
\bar{E}^{1}_{M_i} = \frac{1}{K} \sum_{k=1}^{K} \bar{E}^{1}_{M_i}^{k},
\]

\[
\bar{E}^{2}_{M_i} = \frac{1}{K} \sum_{k=1}^{K} \left( L^{k-1} + \bar{E}^{1}_{M_i}^{k} \bar{E}^{1}_{M_i}^{k T} \right),
\]

where \( \bar{E}^{1}_{M_i}^{k} = L^{k-1}(S + R^k W)^T \Sigma_0^{-1}(\hat{m}^k_i - \hat{\beta}^k) \) represents the first moment for the hidden factor, and \( L^k = I_d + (S + R^k W)^T \Sigma^{-1}(S + R^k W) \).

The proof of Proposition 2.3 is shown in the Appendix. Note that in Equation (15) and (16), the moments are computed as average moments of the estimates from different.
modalities, which is different from the traditional factor analysis based models. This difference is not trivial because it essentially links the samples of different modalities together. Equation (13) is a linear regression system, and the least square solution provides the update rule:

$$ R^k = \left\{ \sum_{i=1}^{N} (\bar{m}_i^k - \bar{\beta}^k) E_{M_i}^1 \right\}^T \left\{ \sum_{i=1}^{N} E_{M_i}^2 \right\}^{-1} - S \right\} W^T. \quad (17) $$

The detailed algorithm to estimate $(T^k, \Sigma^k)$ is summarized as follows:

(a) Estimate $S$ with equation (10).
(b) Initialize $R^k$ and $\Sigma^k$.
(c) Compute the first and second moments $\bar{E}_M^1$ and $\bar{E}_M^2$ using (15) and (16).
(d) Update $R^k$ and $\Sigma^k$ using (17) and (14).
(e) Go to step (c) until convergence.
(f) Compute $T^k$ using equation (7).

The proposed linear generative model distinguishes itself from the existing models in two major aspects. First, it is the first attempt to formulate the heterogeneous problem with hidden factors. Though there have been some existing works applying hidden factor analysis to solve computer vision problems, our algorithm is the first one to employ hidden factors to solve heterogeneous matching problem. Secondly, most of the existing works are using hidden factor analysis in an unsupervised manner, the proposed model learns hidden factors in a supervised manner. More specifically, the proposed model is able to learn a hidden factor that generates face images of different modalities for the same subject. This treatment allows the face images from the same subject of different modalities map to the same hidden factor, which is quite beneficial to the modality-invariant face recognition.

### 2.3. MCA-based Linear Classifier

In this subsection, we describe our linear classifier for heterogeneous face recognition based on the MCA model. Given the model parameter $\theta^k = \{ \bar{\beta}^k, T^k, \Sigma^k \}$, according to (12), the posterior distribution of the hidden factors for any observation is Gaussian distributed. Since the hidden factors of observations are believed to have removed the intra-class difference introduced by the different modalities, we implement modality-independent face recognition based on the hidden factors. Given a probe observation $\bar{y}$ and a set of gallery observations $G = \{ \bar{g}_1, \bar{g}_m \}$, their L2-normalized inferred mutual components are $h_\bar{p}$ and $H_G = \{ h_{\bar{g}_1}, \ldots, h_{\bar{g}_n} \}$, respectively. Denoting that $h_{\bar{g}_i} \sim N(\mu_i, \Sigma_g)$ and $h_{\bar{p}} \sim N(\varphi, \Sigma_p)$, the probability that $\bar{p}$ and $\bar{g}_i$ are associated with the same hidden factor (or mutual component) is:

$$ P(\mu_i) \propto \int \exp\left( -\frac{1}{2} (\bar{x} - \bar{\mu}_i)^T \Sigma_g^{-1} (\bar{x} - \bar{\mu}_i) \right) \exp\left( -\frac{1}{2} (\bar{x} - \bar{\varphi})^T \Sigma_p^{-1} (\bar{x} - \bar{\varphi}) \right) d\bar{x}. $$

We wish to select subject $\bar{g}_i \in G$ where $h_{\bar{g}_i} \sim N(\mu_i, \Sigma_g)$, such that the $P(\mu_i)$ can be maximized. According to the formula: $\int \exp\left( -\frac{1}{2} \bar{x}^T A \bar{x} + \bar{x}^T \bar{\beta} \right) d\bar{x} = \frac{(2\pi)^{\frac{n}{2}}}{\sqrt{|A|}} \exp\left( \frac{1}{2} \bar{\beta}^T A^{-1} \bar{\beta} \right)$, the expression can be simplified as:

$$ \log(P(\mu_i)) \propto w_i(\mu_i) + \varphi^T \bar{v}_i(\mu_i), \quad (18) $$

where:

$$ w_i(\mu_i) = \frac{1}{2} \left[ (\Sigma_g^{-1} \mu_i)(\Sigma_g^{-1} + \Sigma_p^{-1})^{-1}(\Sigma_g^{-1} \mu_i) - \mu_i^T \Sigma_g^{-1} \mu_i \right], $$

$$ \bar{v}_i(\mu_i) = \frac{1}{2} \left[ (\Sigma_g^{-1} \mu_i)(\Sigma_g^{-1} + \Sigma_p^{-1})^{-1}(\Sigma_g^{-1} \mu_i) - \mu_i^T \Sigma_g^{-1} \mu_i \right]. $$
\[ \tilde{v}_i(\tilde{\mu}_i) = \Sigma_p^{-1}(\Sigma_g^{-1} + \Sigma_p^{-1})^{-1}\Sigma_g^{-1} \tilde{\mu}_i. \]

Although the expression has a complicated form, the computation can be implemented efficiently since both \( w_i \) and \( \tilde{v}_i \) are independent of \( \tilde{\rho} \), which means that they need to be computed only once for any \( \tilde{\rho} \) (although \( w_i \) and \( \tilde{v}_i \) depend on \( \Sigma_p \), they are still independent of \( \tilde{\rho} \) since \( \Sigma_p \) depends only on the modality, not on the subject, according to (12)). We call it a linear classifier since it has a linear form when considering \( \tilde{\varphi} \) as the input.

3. INTEGRATED MULTI-CLASSIFIER FUSION FRAMEWORK

In practical applications, the test face images are usually subject to significant illumination and other changes, thus a single MCA-based classifier may lack the ability to model such complicated variations. To overcome this problem and improve recognition performance, we propose an MCA-based multi-classifier fusion framework. Figure 3 provides an overview of the MCA-based face recognition framework; we illustrate the framework with the sketch-photo matching problem, but it can also be applied to other cross-modality face recognition problems such as infrared-visible matching.

3.1. Local Feature Representations

Local facial features have been shown to be more effective than global facial features in representing face images at diverse scales and orientations [Mikolajczyk and Schmid 2005], hence we will use local feature representation in this study. Considering that the entire face image (which has high structural complexity) is difficult to characterize by a single image descriptor, we use a patch-based local feature representation scheme in this paper. We first divide the whole face image into a set of overlapping patches \( 16 \times 16 \) pixels in size (overlapping factor = 0.5) and then apply local image descriptors to each patch. The extracted features from these patches are concatenated to form a long feature vector for further analysis. Of the existing local feature descriptors, Histograms of Oriented Gradients (HOG) [Dalal and Triggs 2005] and Multi-scale Local Binary Pattern (MLBP) [Mäenpää and Pietikäinen 2003] are among the most successful [Mikolajczyk and Schmid 2005]. We will therefore use both of them for feature description in our study. The HOG feature descriptor quantizes the gradient orientations into 12 directions with 30 degrees for each, and computes a histogram in which each bin corresponds to the gradient magnitude of that orientation. The accumulation of the histogram bins are weighted by the gradient. For the MLBP, we compute the MLBP descriptors with radii \{1, 3, 5, 7\} using u2 coding [Ojala et al. 2002].

3.2. MCA-based Multi-classifier Fusion Framework

The resulting feature dimension is very high due to the use of overlapping patches and multi-scales in the representations. This makes the computational cost rather high. To overcome this problem, we construct multiple MCA models by slicing the long feature vector into a set of shorter local features and then integrating them to form a sophisticated system, as illustrated in Fig. 3. After slicing, we apply PCA on each slice to remove redundant information.

Suppose there are \( N \) slices in total with each one corresponding to one MCA-based classifier \( C_i \). Assuming that these \( N \) classifiers are independent of each other, the combined posterior probability of these \( N \) classifiers is: 
\[ P = \prod_{i=1}^{N} P_i, \]
where \( P_i \) is the probability of the \( C_i \) (given the probe image and gallery image associated with the same hidden factor). According to (18), each classifier \( C_i \) outputs a score \( s_i \) that is proportional to \( \log P_i \), and the combined score becomes:
\[ s = \sum_{i=1}^{N} s_i, \]  
(19)
Training pairs of photo/sketch

Training

Divide each image into a set of overlapping patches

Apply HOG/MLBP feature extraction on each patch

Concatenate and group patch vectors into slices

Apply MCA on each pair of slice

$M_1$, $M_2$, ... $M_n$

Testing

Divide each image into a set of overlapping patches

Apply HOG/MLBP feature extraction on each patch

Concatenate and group patch vectors into slices

Infer distribution of hidden factors for each slice

Compute the matching score for each pair of slices and then combine them by multi-classifier fusion rule

Combined Linear Classifier

Fig. 3. Illustration for the pipeline of the MCA-based cross-modality face recognition system. Face features are extracted by applying HOG/MLBP descriptors on patches followed by grouping and slicing. In the training process, MCA algorithms are applied on each feature slice independently to obtain a series of MCA model $M_1$, $M_2$, ... $M_n$; In the testing process, we estimate the posterior distribution of hidden factor for each slice, and then match a probe face to the gallery faces with combined linear classifiers.

The procedure of our MCA-based multi-classifier fusion framework is summarized as follows.

In the training stage,
1. For each HOG or MLBP feature vector, divide the original vector equally into a set of feature slices without overlap.
2. Construct an MCA-based classifier based on each slice.

In the testing stage,
1. For each test sample which is represented by the two kinds of local features using the aforementioned local feature representation schemes, obtain the slices in the same way as in the training stage.
2. Use the trained MCA-based classifiers to determine the classification outputs of these slices.
3. Combine the outputs to obtain the final classification decision according to equation (19) for each test sample.

Discussion: The MCA-based multi-classifier fusion framework is an extension and enhancement of the MCA model. Compared to the original MCA approach, this fusion framework is more effective in handling the long feature vector. First, this fusion
framework is composed of several parallel classifiers with each one processing a portion of data, so efficient parallel computation is enabled. Second, the idea of separating the long feature vector into slices allows us to work on more manageable-sized data with respect to the number of training data. This will help to reduce the risk of overfitting and improve recognition performance. Our experimental results in Section IV also support the effectiveness of the fusion framework over the original MCA approach.

4. EXPERIMENTS

In this section, we conduct extensive experiments on two typical cross-modality face recognition scenarios: Sketch to Photo (SP) and Infrared to Visible (IV). The experimental protocol is as follows. Section 4.1 describes the experiments on CUHK Face-Sketch FERET database. We first compared our method against the state-of-the-art subspace methods on this database, as reported in Table I (rank-1 identification performance comparison) and Table II (verification performance comparison). Then we evaluated the performance of MCA-based multi-classifier fusion framework, as shown in Table III. Finally we compared our best result against the state-of-the-art results (provided by their papers) on this database. The same is true for Section 4.2 which describes the experiments on CUHK VIS-NIR face dataset. Section 4.3 describes the experiments on the enlarged gallery set (as reported in Figure 4), which is more close to the real-world face matching scenario. Section 4.4 describes the cross-database experiment validation. This is to demonstrate the generalization ability of our approach. Section 4.5 discusses the computational cost of our approach.

Dataset 1 - Sketch to Photo (SP). The CUHK Face-Sketch FERET database (CUFSF) [Zhang et al. 2011a] is used in this paper. It is the largest publicly available database for sketch-photo recognition and has some benchmark results. This database consists of sketches and photos of 1194 different persons, and each person has only one photo and one corresponding sketch composed by an artist. Sample photos and sketches are illustrated in Fig. 1(a), from which it can be seen that the sketches differ greatly from the corresponding photos. In addition, some textures of the sketches are lost and only a vague contour remains. In our experiments, 200 pairs of sketches and photos are selected as the training set to train our model, and the testing set is composed of the remaining 994 pairs.

Dataset 2 - Infrared to visible (IO). To systematically investigate this research topic in this study, we use a large visible and infrared database called CUHK VIS-NIR face dataset. This database consists of visible photos and infrared photos of 2876 different persons, with each person having one visible photo and one near infrared (NIR) photo. Samples of this database are shown in Fig.1 (b). We can see that although the near infrared photos maintain much more texture information compared to the sketches, the near infrared photos are blurred and have low contrast, and the gray distribution is also quite different from that of the visible photos. In our experiments, we divide the database into two parts: 1438 persons are used for training, and the remaining 1438 persons are used for testing. For the sketch-photo database, each image is cropped to size 200×160. For the infrared-visible database, each image is cropped to size 150×120. In addition, $R^k$ at step (b) in the algorithm introduced in Section 3.2 is initialized as a random matrix with elements in [-0.1, 0.1]; and $\Sigma^k$ is initialized as a diagonal matrix with diagonal elements equal to 0.01. To better evaluate the recognition performance with geometric and photometric interference filtered out, we preprocess the face images through the following steps: 1) rotate the face images to align them to the vertical face orientation; 2) scale the face images so that the distance between the two eyes is the same for all images; 3) crop the face images to remove the background and the hair region; 4) apply histogram equalization to the face images for photometric normalization.
4.1. Experiment on CUHK Face-Sketch FERET database

4.1.1. Model parameter exploration. We first investigate the effect of various free parameters on the performance of the model, including the number of iteration steps for the EM algorithm, the rank of matrix $U^k$, and the dimension of hidden factors. Other factors are fixed when investigating one parameter. The HOG features with overlapping sampling factor of 0.5 and the window size of $16 \times 16$ pixels are used as face features in this experiment.

Number of iteration steps. The iteration steps can affect performance since the EM algorithm needs a number of steps to converge to a (locally) optimal solution. The number of iteration steps ranges from 0 to 8, and the rank 1 recognition accuracy is reported. As shown in Fig. 4(a), performance quickly improves as the number of iteration steps increases and converges to the optimal point within 5 steps, which indicates that our model can be trained efficiently.

Rank of $U^k$. The $U^k$ explains the components for modality difference, and the rank $r$ imposes a rank constraint on $U^k$. As we have noted, the model may unfortunately tend to over-fit the training data when the training set is not large enough. The introduction of $r$ is intended to avoid the model becoming too complicated (in the field of machine learning, this means the VC dimension [Joachims 1998] of the system becomes too high) to adapt to many details of the training data. In this experiment, we explore rank $r$ ranging from 0 to 60, and the rank-1 accuracy is reported in Fig. 4(b). There are three points we should note: 1) the modality term $U^k$ has an active influence on recognition performance; 2) the model has a wide range for the rank of $U^k$ to achieve good accuracy, which shows the robustness of our algorithm; 3) when the rank of $U^k$ becomes too high, the model becomes over-fit (which is why we impose a rank constraint on $U^k$).

PCA + hidden factor dimension. We implement a PCA-based dimension reduction for the features prior to training. The PCA dimension is set as the number of training samples (in this case, the PCA dimension is 200 since we use 200 samples for training), which is enough to retain all the covariance of the training samples. The dimension of the hidden factors has an effect on performance since it represents the dimension of the hidden subspace from which we believe the observations are generated. We investigate the rank-1 recognition accuracy vs. hidden factor dimension, and the result is shown in Fig. 4(c). We find that the dimension of the hidden factors has a wide range from 70 to 150 to achieve good performance, which again reveals the robustness of our model.

4.1.2. Comparison Experiments. Since the proposed MCA approach can be considered as a novel subspace model, in this section we compare our mutual component analysis (MCA) approach with (i) several popular subspace analysis methods for regular face
recognition including principal component analysis (PCA) [Turk and Pentland 1991], linear discriminant analysis (LDA) [Belhumeur et al. 1997], unified subspace analysis (USA) [Wang and Tang 2004], and (ii) several newly-developed subspace methods in heterogeneous face recognition including PLS [Sharma and Jacobs 2011], CCA [Yi et al. 2007; Li et al. 2009], and LFDA [Klare et al. 2011], on two different local feature representations (HOG and MLBP, described in Section 3.1). The comparative results for face identification and face verification are reported in Table I and Table II respectively. From the results we make the following observations: 1) The relatively poor results of the traditional subspace methods on one hand show the difficulty of this database, on the other hand confirm the fact that traditional subspace methods are not suitable for the challenging cross-modality face recognition problem due to the great discrepancies between the two image styles. It is thus desirable to propose a new subspace model specifically tailored to this problem. 2) It is encouraging to see that our new approach, mutual component analysis (MCA), significantly outperforms all the other methods in different feature representations for both face identification and face verification by a large margin. Compared to several newly-developed subspace methods for heterogeneous face recognition (PLS [Sharma and Jacobs 2011], CCA [Yi et al. 2007; Li et al. 2009], and LFDA [Klare et al. 2011]) in particular, the proposed MCA approach obtains significant performance improvement. This shows the effectiveness of MCA.

The results of the MCA approach recorded in Table I and Table II are obtained by applying a single MCA-based classifier on the extracted local features (HOG or MLBP). As discussed in Section III, these results can be further improved by extending the MCA approach to a multi-classifier fusion framework. To verify this point and investigate the performance of our proposed MCA-based multi-classifier fusion framework, we conduct another comparative experiment. The results for both face identification and face verification are reported in Table III. From the results we have the following observations: 1) compared to the results in Table I and Table II, the developed MCA-based multi-classifier fusion framework boosts recognition performance, regardless of which local feature (MLBP or HOG) is used. This shows the advantage of the MCA-based multi-classifier fusion framework over the original MCA approach. 2) By combining the two kinds of local features, MLBP and HOG, we achieve the best results for both the identification and verification tasks. Considering the difficulty of this database, these are very encouraging results.

There are some state-of-the-art results available in the literature since the CUHK Face-Sketch FERET database [Zhang et al. 2011a] is a public domain database, hence
Table III. The results of the MCA-based multi-classifier fusion framework on the CUHK Face-Sketch FERET database.

<table>
<thead>
<tr>
<th></th>
<th>MLBP (single classifier)</th>
<th>HOG (single classifier)</th>
<th>MLBP + HOG (multi-classifier)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rank-1 identification rates</td>
<td>93.37%</td>
<td>98.00%</td>
<td>98.45%</td>
</tr>
<tr>
<td>Verification rates at FAR=0.1%</td>
<td>98.99%</td>
<td>99.52%</td>
<td>99.86%</td>
</tr>
<tr>
<td>Verification rates at FAR=0.5%</td>
<td>100%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table IV. Comparison of the state-of-the-art results with ours on the CUHK Face-Sketch FERET database. VR at 0.1% FAR are shown in this table.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Number of Subjects for Training</th>
<th>Number of Subjects for Testing</th>
<th>VR at 0.1%FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRF + RS-LDA [Wang and Tang 2009]</td>
<td>500</td>
<td>694</td>
<td>91.54%</td>
</tr>
<tr>
<td>Kernel CSR (LBP) [Lei and Li 2009]</td>
<td></td>
<td></td>
<td>64.55%</td>
</tr>
<tr>
<td>Kernel CSR (SIFT) [Lei and Li 2009]</td>
<td></td>
<td></td>
<td>88.18%</td>
</tr>
<tr>
<td>LFDA [Klare et al. 2011]</td>
<td></td>
<td></td>
<td>90.78%</td>
</tr>
<tr>
<td>CITE [Zhang et al. 2011a]</td>
<td></td>
<td></td>
<td>98.70%</td>
</tr>
<tr>
<td>Regularized Discriminative Spectral Regression [Huang et al. 2013]</td>
<td></td>
<td></td>
<td>96.83%</td>
</tr>
<tr>
<td>Prototype random subspace [Klare and Jain 2013]</td>
<td>200</td>
<td>994</td>
<td>98.99%</td>
</tr>
<tr>
<td>OURS</td>
<td></td>
<td></td>
<td>99.86%</td>
</tr>
</tbody>
</table>

Table V. Comparison of identification results (rank-1 identification rate) on the CUHK VIS-NIR face dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>PCA</th>
<th>LDA</th>
<th>USA</th>
<th>PLS</th>
<th>CCA</th>
<th>LFDA</th>
<th>MCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG</td>
<td>31.22%</td>
<td>58.22%</td>
<td>59.04%</td>
<td>60.28%</td>
<td>64.83%</td>
<td>64.94%</td>
<td>70.12%</td>
</tr>
<tr>
<td>MLBP</td>
<td>38.57%</td>
<td>63.79%</td>
<td>65.23%</td>
<td>62.72%</td>
<td>68.70%</td>
<td>67.47%</td>
<td>76.42%</td>
</tr>
</tbody>
</table>

it is desirable to compare the state-of-the-art results on this database with ours. The comparative results are reported in Table IV. From these results, we can clearly see that our approach achieves superior performance over the state-of-the-art. Particularly noteworthy is the fact that our result is achieved on a more difficult testing scenario (using only 200 subjects as training and the other 994 subjects as testing) than the others (using 500 subjects as training and the remaining 694 subjects as testing). This further illustrates the effectiveness of MCA.

4.2. Experiment on CUHK VIS-NIR face dataset

The CUHK VIS-NIR face dataset contains 2876 different persons with each one having a pair of infrared and visible facial images. We use 1438 pairs of infrared and visible facial images as the training set and the remaining 1438 pairs as the testing set. We implement the comparative experiments similar to the CUHK Face-Sketch FERET database. The comparative results are reported in Table V-VIII. For the MCA-based multi-classifier fusion framework, the number of slices (for each HOG or MLBP feature vector) is set to 12. The results confirm our observations in the CUHK Face-Sketch FERET database. This further validates the effectiveness of the proposed approach.

4.3. Experiment on the Enlarged Gallery Set

To better investigate the performance of the proposed MCA model, we conduct an additional experiment on the enlarged gallery set by adding 10,000 images of 10,000 subjects from the MORPH database [Ricanek and Tesafaye 2006] to significantly increase the size of the gallery set, and compare our method with a top-performing heterogeneous face recognition approach in [Klare and Jain 2013]. Matching heterogeneous face images on a large-scale gallery set can produce results that more closely resemble a real-world face matching scenario. The identification rates are illustrated in Figure
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Table VI. Comparison of verification results on the CUHK VIS-NIR face dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>PCA</th>
<th>LDA</th>
<th>USA</th>
<th>PLS</th>
<th>CCA</th>
<th>LFDA</th>
<th>MCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG (VR0.1%FAR)</td>
<td>37.24%</td>
<td>71.63%</td>
<td>74.42%</td>
<td>73.96%</td>
<td>81.21%</td>
<td>81.93%</td>
<td>83.37%</td>
</tr>
<tr>
<td>MLBP (VR0.1%FAR)</td>
<td>42.72%</td>
<td>81.22%</td>
<td>82.93%</td>
<td>82.07%</td>
<td>84.08%</td>
<td>83.49%</td>
<td>88.76%</td>
</tr>
<tr>
<td>HOG (VR0.5%FAR)</td>
<td>49.53%</td>
<td>81.42%</td>
<td>84.65%</td>
<td>82.46%</td>
<td>85.97%</td>
<td>86.23%</td>
<td>89.53%</td>
</tr>
<tr>
<td>MLBP (VR0.5%FAR)</td>
<td>54.85%</td>
<td>86.04%</td>
<td>87.55%</td>
<td>86.34%</td>
<td>90.14%</td>
<td>89.57%</td>
<td>93.21%</td>
</tr>
</tbody>
</table>

Table VII. The results of the MCA-based multi-classifier fusion framework on the CUHK VIS-NIR face dataset.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>MLBP (single classifier)</th>
<th>HOG (single classifier)</th>
<th>MLBP + HOG (multi-classifier)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rank-1 identification rates</td>
<td>84.03%</td>
<td>78.87%</td>
<td>86.43%</td>
</tr>
<tr>
<td>Verification rates at FAR=0.1%</td>
<td>91.42%</td>
<td>86.91%</td>
<td>93.12%</td>
</tr>
<tr>
<td>Verification rates at FAR=0.5%</td>
<td>95.85%</td>
<td>92.64%</td>
<td>96.82%</td>
</tr>
</tbody>
</table>

Table VIII. Comparison of our new approach with several newly-developed heterogeneous face recognition algorithms on the infrared-visible database. Listed are the Rank-1 identification accuracies.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Rank-1 Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFDA [Klare et al. 2011]</td>
<td>69.22%</td>
</tr>
<tr>
<td>CITE [Zhang et al. 2011a]</td>
<td>72.53%</td>
</tr>
<tr>
<td>Regularized Discriminative Spectral Regression [Huang et al. 2013]</td>
<td>70.07%</td>
</tr>
<tr>
<td>Prototype random subspace [Klare and Jain 2013]</td>
<td>75.10%</td>
</tr>
<tr>
<td>Our approach</td>
<td>86.43%</td>
</tr>
</tbody>
</table>

5, from which we make the following observations. First, our approach consistently outperforms the method in [Klare and Jain 2013] by a clear margin. Second, the performance of our approach drops slightly more slowly than the method in [Klare and Jain 2013] as the gallery size enlarges, especially on the CUHK VIS-NIR database.

4.4. Cross-database Validation Experiment

Lastly, we conduct a cross-database experiment to verify the generalization ability of our approach and compare it with the approach in [Klare and Jain 2013], which is the best-performing heterogeneous face recognition approach in the literature. There are two public-domain face sketch databases: CUFS [Wang and Tang 2009] and CUFSF [Zhang et al. 2011a]. We use CUFS as the training database and CUFSF as the testing database. For the approach in [Klare and Jain 2013], we fuse three features: SIFT, MLBP, and CSDN, as suggested by the paper. The comparative results for both identification and verification are reported in Table IX, and Figure 6. It is very clear that our approach significantly outperforms the approach (Prototype random subspace) in [Klare and Jain 2013] in the cross-database matching scenario for both the identification and verification tasks. This further confirms the effectiveness and generalization ability of our approach.

4.5. Computational Cost

In this subsection, we discuss the computational cost of our algorithm. The major computational cost of our algorithm comes from the computation of conditional moments given by (15) and (16). For the first conditional moment, the matrix multiplication dominates the cost, the complexity of which is bounded by \(O(d^2N + dN^2 + N^3)\). For the...
Fig. 5. The identification performance on the enlarged gallery set for (a) CUHK Face-Sketch FERET database and (b) CUHK VIS-NIR database. The size of the gallery set is increased by 500 at each step, up to 10000 images.

Fig. 6. The ROC comparison between Our approach and the top-performing approach (Prototype random subspace) in [Klare and Jain 2013] on the CUHK Face-Sketch FERET database.

Table IX. Comparative results for generalization ability performance.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Rank-1 Identification Rate</th>
<th>VR at 0.1%FAR</th>
<th>VR at 1%FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prototype random subspace</td>
<td>62.40%</td>
<td>63.23%</td>
<td>82.16%</td>
</tr>
<tr>
<td>[Klare and Jain 2013]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our approach</td>
<td>69.10%</td>
<td>76.21%</td>
<td>92.71%</td>
</tr>
</tbody>
</table>

second conditional moment, it requires $O(d^3)$ for matrix inversion plus $N$ outer product operations on $d$-dimensional vectors, which amounts to $O(d^3 + d^2N)$. Suppose the algorithm requires $M$ iteration steps to come to a convergence, as $d = \alpha N$ where $\alpha < 1$ is a constant factor, then the complexity of the algorithm is $O(N^3M)$, where $N$ is the number of training persons. In our experiments, the modeling process converges very quickly (within 8 iteration steps). The detailed convergence proof for our algorithm in the supplemental material provides more detail. Practically, on a 4-cores desktop PC running at 3.4GHz frequency, it takes around 9s to train a model for 1,400 pairs of training images. Clearly, our approach can be efficiently used for practical applications.
5. CONCLUSIONS
In this paper, we have proposed a novel approach called mutual component analysis (MCA) for cross-modality face recognition. The key idea of the MCA approach is to learn a generative model to model the process of face image generation in different modalities. The learned generative model infers the hidden factors (invariant to modalities) that are only associated with a person’s identity so that the cross-modality recognition problem can be well solved. To enhance the performance of MCA, we have further proposed an MCA-based multi-classifier fusion framework to boost recognition performance. Extensive experiments on two large cross-modality face databases show that our new approach obtains significant improvement over the state-of-the-art.

APPENDIX
Proof of Lemma 2.2:
Given model parameter estimates $\theta^K = (\tilde{\beta}^K, T^K, \Sigma^K)$, drop the superscript and subscript of $k$ and $i$ for conciseness:

$$ P_\theta(\tilde{y}|\tilde{m}) = P_\theta(\tilde{m}|\tilde{y}) N(\tilde{y}|\tilde{0}, I). $$

Then:

$$ P_\theta(\tilde{y}|\tilde{m}) \propto \exp \left( \tilde{y}^T T^T \Sigma^{-1} (\tilde{m} - \tilde{\beta}) - \frac{\tilde{y}^T T^T \Sigma^{-1} T \tilde{y} - \tilde{y}^T \tilde{y}}{2} \right) $$

$$ \propto \exp \left( \tilde{y}^T T^T \Sigma^{-1} (\tilde{m} - \tilde{\beta}) - \frac{\tilde{y}^T L \tilde{y}}{2} \right) $$

$$ \propto \exp \left( \frac{1}{2} (\tilde{y} - \varphi)^T L (\tilde{y} - \varphi) \right). $$

Proof of Proposition 2.1:
According to equation (9), we have:

$$ \tilde{v}_i = S \tilde{y}_i, \quad (20) $$

where $\tilde{v}_i = \frac{1}{N} \sum_{k=1}^{K} (\tilde{m}_k^i - \tilde{\beta}_k)$. According to (20), multiplying their transposes on both sides accordingly, and summing up them gives:

$$ \frac{1}{N} \sum_{i=1}^{N} \tilde{v}_i \tilde{v}_i^T = S \left( \frac{1}{N} \sum_{i=1}^{N} \tilde{y}_i \tilde{y}_i^T \right) S^T. \quad (21) $$

Since $\tilde{y}_i^T \sim N(0, I)$, $\frac{1}{N} \sum_{i=1}^{N} \tilde{y}_i \tilde{y}_i^T$ becomes an identity matrix. The left part of (21) corresponds to the covariance matrix of the observations: $CM = \frac{1}{N} \sum_{i=1}^{N} \tilde{v}_i \tilde{v}_i^T$. Accordingly (21) can be re-written as:

$$ CM = SS^T. \quad (22) $$

If $\tilde{e}$ is an eigenvector of the symmetric covariance matrix $CM$, then:

$$ CM = \tilde{e}D\tilde{e}^T, \quad (23) $$

where $D$ is a diagonal matrix whose elements consist of eigenvalues of $CM$. Combining (22) and (23), we can see that $S = V \sqrt{D}$, where $V$ is a $D \times d$ matrix whose columns consist of the eigenvectors of $CM$ corresponding to the largest $d$ eigenvalues. \hfill \Box
Proof of Proposition 2.3:
Let $\theta_0^k = (R_0^k, \Sigma_0^k)$ be the initial estimates, and $\theta^k = (R^k, \Sigma^k)$ be the new estimates. We wish to select new model parameters $\theta^k$, such that the joint probability can be maximized:

$$\theta^k = \arg \max_{\theta^k} \prod_{k=1}^{K} P_{\theta^k}(M^1, ..., K, \vec{Y}).$$  \hfill (24)

Since the observations of different modalities are independent, we have:

$$\theta^k = \arg \max_{\theta^k} \prod_{k=1}^{K} P_{\theta^k}(M^k, \vec{Y}).$$

Since the observations of different subjects are also independent, we further have:

$$P_{\theta^k}(M^k|\vec{Y}) = \prod_{i=1}^{N} \prod_{k=1}^{K} P_{\theta^k}(\vec{m}_i^k|\vec{y}_i).$$

Since $P(\vec{y}_i) \sim N(\vec{0}|I)$, thus:

$$P_{\theta^k}(M^k|\vec{Y}) = \prod_{i=1}^{N} \prod_{k=1}^{K} P_{\theta^k}(\vec{m}_i^k|\vec{y}_i)N(\vec{0}|I).$$  \hfill (25)

Maximizing (24) is equivalent to maximizing:

$$\theta^k = \arg \max_{\theta^k} \left\{ \log P_{\theta^k}(M^k, \vec{Y}) \right\}. $$  \hfill (26)

Substituting (25) into (26) results in:

$$\theta^k = \arg \max_{\theta^k} \sum_{i=1}^{N} \sum_{k=1}^{K} \log P_{\theta^k}(\vec{m}_i^k|\vec{y}_i).$$  \hfill (27)

Since $\vec{y}_i$ can only be inferred by the initial model parameters and observations according to Lemma 2.2, the most natural way to estimate $\theta^k$ is to maximize the expectation of $\log P_{\theta^k}(\vec{m}_i^k|\vec{y}_i)$:

$$\theta^k = \arg \max_{\theta^k} \sum_{k=1}^{K} \sum_{i=1}^{N} \int P_{\theta^k}(\vec{y}_i|M_i) \log P_{\theta^k}(\vec{m}_i^k|\vec{y}_i) d\vec{y}_i.$$  

Define a function of the model parameter $\theta$ as follows:

$$F(\theta) = \sum_{k=1}^{K} \sum_{i=1}^{N} \int P_{\theta}^k(\vec{y}_i|M_i) \log P_{\theta^k}(\vec{m}_i^k|\vec{y}_i) d\vec{y}_i.$$  

Thus, our aim is to select $\theta^*$ as the new estimates so as to maximize $F(\theta)$.

a) Optimization of $R^k$

Since

$$\frac{\partial F(\theta)}{\partial R^k} = \sum_{i=1}^{N} \int P_{\theta}^k(\vec{y}_i|M_i) \frac{\partial \log P_{\theta^k}(\vec{m}_i^k|\vec{y}_i)}{\partial R^k} d\vec{y}_i,$$

and

$$P_{\theta^k}(\vec{m}_i^k|\vec{y}_i) \sim N(\vec{m}_i^k|\vec{B}_i^k + S\vec{y}_i + R^kW\vec{y}_i, \Sigma^k),$$
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we have
\[ \frac{\partial F(\theta)}{\partial R_k} = \sum_{i=1}^{N} \left( \int P_{\theta_k}(\vec{y}_i|M_i) \frac{\partial}{\partial R_k} \left\{ -\frac{1}{2}(D \log(2\pi) + \log |\Sigma_k| + \vec{v}_k^T \Sigma_k^{-1} \vec{v}_k) \right\} \right) d\vec{y}_i, \]
(28)
where \( \vec{v}_k = \vec{m}_k - \vec{\beta}_k - S \vec{g}_i - R_k W \vec{y}_i. \)

Since
\[ \frac{\partial}{\partial R_k(m,n)} \left\{ -\frac{1}{2}(D \log(2\pi) + \log |\Sigma_k| + \vec{v}_k^T \Sigma_k^{-1} \vec{v}_k) \right\} = \sum_{s=1}^{D} \frac{\partial (\vec{v}_k^T \Sigma_k^{-1} \vec{v}_k)}{\partial \vec{v}_k(s)} \frac{\partial \vec{v}_k(s)}{\partial R_k(m,n)}, \]
according to the general formula of vector derivatives:
\[ \frac{\partial (\vec{x}^T P \vec{x})}{\vec{x}} = 2P \vec{x}, \]
we have:
\[ \frac{\partial (\vec{v}_k^T \Sigma_k^{-1} \vec{v}_k)}{\vec{v}_k} = 2\Sigma_k^{-1} \vec{v}_k. \]

Also:
\[ \frac{\partial \vec{v}_k(i)}{\partial R_k(m,n)} = \begin{cases} \sum_{j=1}^{d} W(n,j) \ast \vec{y}_i(j), & i = m; \\ 0, & i \neq m. \end{cases} \]

Then substituting the above into (28) gives:
\[ \frac{\partial F(\theta)}{\partial R_k} = \sum_{i=1}^{N} \left( \int P_{\theta_k}(\vec{y}_i|M_i) \Sigma_k^{-1} \vec{v}_k^T \vec{y}_i W^T d\vec{y}_i \right). \]
(29)

Let \( \frac{\partial F(\theta)}{\partial R_k} = 0, \)
\[ \Sigma_k^{-1} \sum_{i=1}^{N} \int P_{\theta_k}(\vec{y}_i|M_i) \left[ (\vec{m}_k - \vec{\beta}_k) \vec{y}_i - (S + R_k W)\vec{y}_i^T \right] d\vec{y}_i = 0. \]

Thus:
\[ \sum_{i=1}^{N} (\vec{m}_k - \vec{\beta}_k) \vec{E}_{M_i}^1 = (S + R_k W) \sum_{i=1}^{N} \vec{E}_{M_i}^2 \]
where
\[ \vec{E}_{M_i}^1 = \int P_{\theta_k}(\vec{y}_i|M_i) \vec{y}_i d\vec{y}_i, \]
\[ \vec{E}_{M_i}^2 = \int P_{\theta_k}(\vec{y}_i|M_i) \vec{y}_i^T d\vec{y}_i. \]

Since:
\[ P_{\theta_k}(\vec{y}_i|M_i) = \frac{1}{K} \sum_{k=1}^{K} P_{\theta_k}(\vec{y}_i|\vec{m}_k), \]
we have:
\[ \vec{E}_{M_i}^1 = \frac{1}{K} \sum_{k=1}^{K} \vec{E}_{M_i}^{1,k}, \]
\[ \vec{E}_{M_i}^2 = \frac{1}{K} \sum_{k=1}^{K} \vec{E}_{M_i}^{2,k}, \]
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According to Lemma 2.2:
\[
\hat{E}_{M_i}^{1,k} = L_k^{-1}(S + R_0 W) \Sigma_0^{-1}(\hat{\mu}_i^k - \bar{\beta}^k),
\]
\[
\hat{E}_{M_i}^{2,k} = L_k^{-1} + \hat{E}_{M_i}^{1,k} \hat{E}_{M_i}^{1,k}^T.
\]
which is required by (13).

b) **Optimization of** $\Sigma^k$

\[
\frac{\partial F(\theta)}{\partial \Sigma^k} = \sum_{i=1}^{N} \int P_{\theta_0}(\hat{y}_i|M_i) \frac{\partial}{\partial \Sigma^k} \sum_k (\log |\Sigma^k| + v^k \Sigma^k v^k) d\hat{y}_i. \tag{30}
\]

According to the general formula of matrix derivatives:
\[
\frac{\partial}{\partial A} \log |A| = (A^T)^{-1},
\]
\[
\frac{\partial}{\partial A} \text{trace}(BA^{-1}C) = -(A^{-1} CBA^{-1})^T.
\]
we have:
\[
\frac{\partial}{\partial \Sigma^k} \log |\Sigma^k| = (\Sigma^k)^{-1},
\]
\[
\frac{\partial}{\partial \Sigma^k} (v^k \Sigma^k^{-1} v^k) = -(\Sigma^k^{-1} v^k v^k \Sigma^k^{-1})^T.
\]
Substituting them into (30) results in:
\[
\frac{\partial F(\theta)}{\partial \Sigma^k} = \sum_{i=1}^{N} \int P_{\theta_0}(\hat{y}_i|M_i) \left((\Sigma^k)^{-1} - (\Sigma^k^{-1} v^k v^k \Sigma^k^{-1})^T\right) d\hat{y}_i.
\]

Enforcing $\frac{\partial F(\theta)}{\partial \Sigma^k} = 0$ and considering $\Sigma^k$ is symmetric, it follows:
\[
N \Sigma^k - \Sigma^k^{-1} \left(\sum_{i=1}^{N} \int P_{\theta_0}(\hat{y}_i|M_i) (v^k \Sigma^k^{-1} v^k)^T d\hat{y}_i\right) \Sigma^k^{-1} = 0.
\]

According to (13):
\[
\sum_{i=1}^{N} (\hat{m}_i^k - \bar{\beta}^k) \hat{E}_{M_i}^{1,k} T = T^k \sum_{i=1}^{N} \hat{E}_{M_i}^{2,k}
\]
we have
\[
\Sigma^k = \frac{1}{N} \sum_{i=1}^{N} (\hat{m}_i^k - \bar{\beta}^k)(\hat{m}_i^k - \bar{\beta}^k)^T - T^k \hat{E}_{M_i}^{1,k} (\hat{m}_i^k - \bar{\beta}^k)^T.
\]
which is required by (14).
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The electronic appendix for this article can be accessed in the ACM Digital Library.
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