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Abstract—This paper provides key insights into the construction and evaluation of interpersonal simulators—systems that enable

interpersonal interaction with virtual humans. Using an interpersonal simulator, two studies were conducted that compare interactions

with a virtual human to interactions with a similar real human. The specific interpersonal scenario employed was that of a medical

interview. Medical students interacted with either a virtual human simulating appendicitis or a real human pretending to have the same

symptoms. In Study I ðn ¼ 24Þ, medical students elicited the same information from the virtual and real human, indicating that the

content of the virtual and real interactions were similar. However, participants appeared less engaged and insincere with the virtual

human. These behavioral differences likely stemmed from the virtual human’s limited expressive behavior. Study II ðn ¼ 58Þ explored

participant behavior using new measures. Nonverbal behavior appeared to communicate lower interest and a poorer attitude toward

the virtual human. Some subjective measures of participant behavior yielded contradictory results, highlighting the need for objective,

physically-based measures in future studies.
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1 INTRODUCTION

THE Virtual Patient system ([1], [2], [3]) allows medical
students to practice a difficult interpersonal situa-

tion—the medical interview—through interaction with a
virtual human. Just as flight simulators help pilots improve
flight skills, interpersonal simulators like the Virtual Patient
system have the potential to help users improve interperso-
nal communication skills. This paper explores the potential of
interpersonal simulators by comparing interactions with a
virtual patient, a virtual human that simulates a patient, to
interactions with a standardized patient, a real human that
simulates a patient.

Standardized patients are used extensively in medical
schools worldwide. Next to seeing a real patient, they are
the most effective way to train medical students on patient
interaction. As the standardized patient interaction is a
validated simulation of a real medical interview, it is the
ideal gold standard to compare the virtual patient interac-
tion to. To our knowledge, no other work has been
published where an interpersonal simulator is formally
compared to a validated real-world counterpart. This
comparison is key to learning how to build and evaluate
effective interpersonal simulators.

This paper describes two studies that compare standar-
dized patient interactions to virtual patient interactions.
Participants were medical students who interviewed either
1) a standardized patient trained to simulate the symptoms
of appendicitis (Fig. 1a) or 2) a virtual human programmed
to simulate the same symptoms (Fig. 1b). The interactions
were then compared on the content of the interview, the
behavior of participants, and the authenticity of the
interaction.

Study I (n ¼ 24, where n is the number of participants),
presented at IEEE Virtual Reality 2006 [4], found that
interactions with the standardized patient and virtual
human were similar on gathering critical information from
the patient and other content measures. Subtle differences
were found on behaviors related to rapport with the patient.
Participants appeared less engaged and insincere with the
virtual human. Differences on rapport-building behaviors
stemmed from the virtual human’s limited expressiveness.
Ultimately, Study I was limited because it did not
sufficiently characterize participant behavior. Study I high-
lighted the need to develop new measures of behavior in
interpersonal interactions.

Building on Study I, Study II ðn ¼ 58Þ sought to 1) further
characterize how behavior changes with virtual humans
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using new measures and 2) strengthen the main findings of
Study I.

Study II differed from Study I in that:

. New behavioral measures were added to character-
ize rapport with the virtual human and standardized
patient.

. The system was integrated into a patient commu-
nication course. This gave access to a larger sample
of the general medical student population. It also
guaranteed that all students had the same experi-
ence level and training.

. The expressiveness of the virtual human was
improved by recording the voice of a skilled
standardized patient.

Study II strengthened Study I’s results and also provided
new insight into rapport-building behavior. Participants’
nonverbal behavior communicated lower interest in the
interaction and a poorer attitude toward the virtual human.
Some new behavioral measures were too subjective to yield
useful information. This highlighted the need for more
objective, physically-based measures of human behavior in
future studies.

Overall, the studies provide key insights into the
construction and evaluation of effective interpersonal
simulators.

Construction: If the content of the interaction is similar
to its real-world counterpart, then an interpersonal scenario
where information gathering is the main task can be
effectively simulated. However, more complex scenarios
that incorporate communication skills, like rapport-build-
ing, are more difficult to simulate because virtual humans
are not as expressive as real humans. The expressiveness of
virtual humans must be improved to elicit natural behavior
from users.

Evaluation: Evaluating an interpersonal simulator objec-
tively is difficult. More objective measures of interaction
authenticity and participant behavior must be developed.

2 PREVIOUS WORK

2.1 Effective Virtual Humans

Researchers have worked to establish the basis of effective
virtual humans. Badler et al. [5] suggest virtual humans

“should move or respond like a human” and “must exist,
work, act, and react within a 3D virtual environment.”
Alessi and Huang [6] expand these rules for psychology
applications. They suggest virtual humans should be social,
emotionally expressive, and interactive. Virtual humans
should “capture and assess a viewer and their emotional
status, then translate this, taking into consideration cultural,
educational, psychosocial, cognitive, emotional, and devel-
opmental aspects, and give an appropriate response that
would potentially include speech, facial, and body emo-
tional expression.”

Thórisson and Cassell [7] agree that emotional expres-
sion is important, but nonverbal behaviors that support
conversation, e.g., gesturing at objects and looking at the
user to indicate attention, are more significant. In [8],
Cassell et al. focus on modeling conversational interaction
to create believable, functional virtual humans. Vinayaga-
moorthy et al. [9] concluded that 1) the behavioral and
visual fidelity of virtual humans must be consistent, and
2) a virtual human’s expressions should be appropriate for
the application’s context. In a later article [10], they review
models for making virtual humans expressive. Nass et al.
explored the affective power of computers and intelligent
agents. Their work has shown that people ascribe human
characteristics to computers, such as helpfulness, usability,
and friendliness [11].

2.2 Human Behavior with Virtual Humans

There is growing evidence that people treat virtual and real
people similarly. Pertaub et al. [12] noted that participants
with a fear of public speaking reported similar anxieties when
speaking to an audience of virtual people. Garau et al. [13]
showed that people represented by avatars communicate
better when the avatars employ realistic, task-appropriate
eye-gaze.

Bailenson et al. have shown that people manage personal
space similarly with real and virtual humans. People kept
more distance from an embodied tutor than strangers [14],
and more distance from embodied agents than inanimate
virtual objects [15]. Female participants kept more distance
from agents that maintained eye contact than with agents
that did not.

Zanbaka et al. have shown that virtual entities (human or
animal-like) can be as effective as real people at persuasion
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Fig. 1. (a) A real interpersonal interaction and (b) an equivalent virtual interpersonal interaction. In the real interaction, a medical student interviews a

real standardized patient. In the virtual interaction, the medical student interviews a virtual human.



[16]. In interactions with both real and virtual speakers,
persuasion was stronger when participants listened to a
speaker of the opposite-sex. In a different study, Zanbaka et
al. [17] found that, as with real humans, the presence of a
virtual human lowers performance on novel or complex
tasks.

2.3 Virtual Human Applications

Virtual humans have been used in many applications.
Thórisson’s [18] interactive guide, Gandalf, gives solar
system tours. USC’s Institute for Creative Technologies
created virtual experiences to train soldiers in interpersonal
leadership [19]. Just VR [20] allows a medical trainee to
work with a virtual assistant to assess and treat a virtual
victim. Balcisoy et al. [21] created a system where users play
chess against a virtual human augmented to the real world.
The Human Modeling and Simulation Group at the
University of Pennsylvania uses virtual humans for task
analysis and assembly validation [22]. The Virtual Class-
room [23] uses virtual teachers and students to assess
attention and social anxiety disorders.

2.4 Virtual versus Real Experiences

Although little work directly compares real and virtual
interpersonal scenarios, researchers have compared other
virtual environments to their real counterparts. In the
psychology domain, Emmelkamp et al. [24] compared the
reactions of acrophobes (persons with a fear of heights) in
virtual and real environments. The authors found that
exposure therapy in the virtual environment was as
effective as therapy in the real one. Rothbaum et al. [25]
found similar results for treating the fear of flying.
Experiencing a virtual airplane was just as effective as
experiencing a real one in reducing flying anxiety.

Others have looked at human perception of real and
virtual stimuli. Billger [26] examined the perception of color
in virtual and real environments. Wuillemin et al. [27]
looked at the perception of virtual and real spheres
presented visually and with haptics. Virtual spheres
presented visually were perceived as larger than real
spheres of the same size.

Heldal et al. [28] studied collaboration in real and virtual
environments. Participants collaborated on building a
Rubik’s cube in real or shared virtual environments.
Performance in symmetric environments (e.g., both partici-
pants collaborating through an immersive projection
system) approached performance in real environments.
Performance in asymmetric environments (e.g., HMD
versus immersive projection) was poorer.

Slater et al. [29] looked at the behavior of small groups in
real and virtual environments. Participants viewed im-
mersed peers as leaders in the virtual scenario, but not in
the real one. Group accord was higher in the real
environment.

Usoh et al. [30] examined participant responses on
presence questionnaires after experiencing a real environ-
ment or a similar virtual environment. Participants indi-
cated they felt just as present in the virtual environment as
in the real environment. This surprising result shows that
subjective questionnaires should not be used to compare
different environments.

3 VIRTUAL PATIENT SYSTEM

The Virtual Patient system [1] (see Fig. 2) allows practice of
medical interview skills. Students can gather the key facts of
a patient’s condition and arrive at a differential diagnosis, a
list of conditions the patient may have. They also can
practice communicating clearly with the patient and
addressing their fears. These communication skills do not
just improve with clinical experience. They should be
taught and practiced [31].

As part of the studies, the system was installed in a real
medical exam room. A virtual exam room was projected on
a wall. DIANA, a virtual human with severe stomach pain,
was in the virtual room. DIANA’s appearance and
responses are modeled after a real standardized patient,
Maria, trained to exhibit severe stomach pain. Modeling
DIANA after Maria allowed participants to interact with
similar patients in the real and virtual experiences. Another
virtual human, VIC, served as an instructor that tutors
students on how to interact with DIANA. Commercial
speech recognition software and a simple algorithm for
parsing utterances [3] enabled talking to VIC and DIANA
naturally within the scope of the scenario. The student’s
hand was tracked, allowing DIANA’s pain to be localized
with pointing gestures. The student’s head was also tracked
to render the scene from her perspective and allow the
virtual human to maintain eye contact.

4 STUDY I: DESIGN

One group of students (Group VH) interviewed the virtual
human and another group of students (Group SP) inter-
viewed a standardized patient, an actor trained to represent
a medical condition. Standardized patient interviews are
real-world interactions that allow students to role play the
medical interview. They are used at medical schools all over
the world to train and test medical students on interaction
with patients. Standardized patient interviews are vali-
dated, effective, real-world simulations of patient inter-
views. They represent a gold standard to which to compare
the virtual patient interaction.
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4.1 Measures

4.1.1 Eliciting Critical Information

Participants were graded on their ability to elicit critical

information from the patient. In an acute abdominal pain

scenario, 12 critical pieces of information must be elicited to

reach a correct diagnosis.

1. When did the pain start?
2. Where is the pain located?
3. What does the pain feel like?
4. Is the patient nauseous?
5. Has the patient vomited?
6. Does the patient have an appetite?
7. Has the patient had any unusual bowel movements?
8. Is the patient sexually active?
9. When was the patient’s last period?
10. Has the patient had any unusual vaginal discharge?
11. Does the patient have a fever?
12. Has the patient had any unusual urinary symptoms?

Students that elicited seven of the 12 items received a

passing grade. Each group was graded by two parties:
Group SP: The standardized patient graded participants

by noting the critical information she revealed in the

interview. Medical experts also graded the interactions.
Group VH: The virtual patient system graded students

by logging the critical information she revealed in the

interview. Medical experts also graded the interactions.

4.1.2 Interaction Behavior

Interactions were examined for behavioral differences

between the two groups. Oviatt et al. observed that

spontaneous disfluencies (false starts, hesitations, etc.)

occur less in machine-human interaction than in human-

human interaction [32]. Therefore, interactions were as-

sessed on the conversation flow. Conversation flow was

graded by counting the number of confirmatory words, like

“ok” and “mmhmm,” used in the interview. Such phrases

are often used when a person understands what the other is

saying and wants to continue with the next topic. The

expert observers also noted qualitative differences in

conversation flow.
The interactions were also analyzed for empathetic

behavior. Empathizing with the patient is a key component

of building rapport. Empathy lets the patient know the

doctor understands her situation [33]. Empathetic behavior

is also an indicator of the participant’s emotional involve-

ment in the interaction. Participants’ empathetic actions

(e.g., saying “I know it hurts,” acknowledging the patient’s

fears, etc.) were tallied.

4.1.3 Perceptions of the Interaction

The Maastricht Assessment of the Simulated Patient (MaSP)

[34] is a validated survey used to evaluate standardized

patients. To gather perceptions of the virtual and real

interactions, participants filled out a modified MaSP

focusing on authenticity and behavior. Questions on the

MaSP include whether the patient is challenging/testing, if

the patient maintains appropriate eye contact, and if the

simulated patient could be a real patient.

4.2 Participant Background

Group SP ðnn ¼ 8Þ: Eight second-year medical students
(four male and four female) from the University of Florida
interviewed the standardized patient (SP). On average, this
group interviewed sixteen SPs prior to this study.

Group VH ðnn ¼ 16Þ: Nine medical (four first-years, one
second-year, four third-years) and seven physician-assistant
students (four first-years, two third-years, one fourth-year)
from the Medical College of Georgia interviewed the virtual
human. Seven were male, eight were female, and one did
not specify a gender. On average, this group interviewed
four SPs prior to this study.

4.3 Procedure

Fig. 3 summarizes the Study I procedure.

4.3.1 Pre-Experience

Participants arrived at a teaching and testing center where
students routinely interview standardized patients. Each
participant signed a consent form and filled out a back-
ground survey. They were then taken to an exam room and
told their patient was inside. They were instructed to
interview the patient, but not to do a physical exam.

Group SP: Participants put on a tracked hat for head
gaze logging. The standardized patient also wore a tracked
hat. The head gaze data will be analyzed at a later date.

Group VH: Participants put on a tracked, wireless
microphone headset and a finger-worn infrared ring for
gesture recognition. They also trained the system’s speech
recognition software to create a personalized voice profile.

4.3.2 Experience

The procedure for both groups mirrored the procedure
students routinely follow when interviewing standardized
patients. This allowed for a more valid comparison between
the virtual and real interviews and also helped students feel
more comfortable with the system.

Group SP: Before the experience, participants waited
outside the medical exam room door. When the standar-
dized patient was ready, the words “You may now start the
station” were played from an overhead speaker. The
students then entered the examination room. The standar-
dized patient was inside, lying on an examination bed. The
standardized patient was in character as soon as the
participant entered the room, and the interview began
immediately upon entering. Participants were given up to
10 minutes to conduct the interview. After eight minutes, a
bell was played to warn participants that two minutes
remained in the interview. After 10 minutes, the following
words were played from the overhead speaker: “Time is up.
Please leave the station.” As the participants had all
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experienced standardized patient interviews at the testing

facility before, they were familiar with this procedure and

the audio cues. The audio cues were scheduled on a strict

timer. It should be noted that the amount of time spent

interviewing the standardized patient varied from partici-

pant to participant. Participants who finished early were

allowed to leave the room and move on to the postexperi-

ence surveys.
Group VH: As in Group SP, participants waited outside

the door of a medical exam room at the beginning of the

experience. When the virtual human was ready, the study

staff instructed participants to enter the room. Upon

entering the room, participants sat in a chair and faced

the projection of the virtual exam room. Fig. 4 shows the

virtual scene presented by the system. The virtual instruc-

tor, VIC, stood in the background and the virtual patient,

DIANA, lay on the examination bed in the foreground.
Participants were instructed to say “hello” to VIC to

begin the interaction. VIC responded by guiding partici-

pants through a short tutorial on interacting with the

system. After the tutorial, VIC told the participant she had

10 minutes to complete the interview. VIC then left the

room so that the participant and DIANA could have

privacy. The 10 minute timer began as soon as VIC left.

At the eight-minute mark, VIC informed the participant that

two minutes remained over the system speaker (without

reentering the room). After 10 minutes, VIC returned to the

room and ended the interaction. He then asked the

participant for a diagnosis. After the participant stated

their diagnosis, VIC thanked the participant and asked her

to leave the room. As in Group SP, the amount of time spent

interviewing the virtual human varied from participant to

participant. Participants who finished early were allowed to

leave the room and move on to the postexperience surveys.
One might be concerned that the presence of a virtual

instructor could lead Group VH to believe they were being

observed. Actually, it is standard practice for instructors to

observe interactions with standardized patients via closed-

circuit camera. This practice was followed for both groups,

and all participants were aware that that they were being

observed.

4.3.3 Postexperience

Group SP: Participants related their perceptions of the
standardized patient by filling out the MaSP survey (see
Section 4.1).

Group VH: Participants related their perceptions of the
virtual human by filling out the MaSP survey. They were
then debriefed to obtain qualitative feedback about the
experience.

5 STUDY I: RESULTS AND ANALYSIS

This section reports similarities and differences between the
virtual and real interpersonal scenarios. Interactions were
similar on the information elicited from the patient and
participant behavior. However, closer analysis reveals
rapport-building behavior (e.g., comforting the patient)
was less sincere with the virtual human. This stemmed
from the virtual human’s limited expressiveness. The
virtual human’s vocal and facial expression of pain did
not match the real human’s expression of pain. Finally,
participant perceptions of authenticity were conflicting.
Some measures indicated the virtual and real interactions
were similarly authentic, while others indicated the real
interaction was more authentic.

5.1 Statistical Analysis and Nomenclature

Throughout this section, a two-tailed Student’s T-Test is
used to test for significant differences ð� < 0:05Þ. Note that
items where differences were not found are not guarantees
of similarity. Instead, the term similarity in this article
denotes an inability to show statistically significant differ-
ences and a reasonable closeness in the mean and standard
deviation. Statistical equivalence tests are gaining accep-
tance [35], and we plan to use them in future work.

Throughout this section, statistics are presented of the
form M � S, where M is a mean and S is a standard
deviation. Unless otherwise noted, MSP represents a
fraction of the participants in Group SP, and MVP has the
same meaning for Group VP.

5.2 Content Measures

The content of the real and virtual interactions were similar.
The virtual human and standardized patient were asked the
same questions and they responded to the questions
similarly. Furthermore, both groups tried to use empathy
with their patient. These similarities indicate the virtual
human interaction meets the content goals of the standar-
dized patient experience.

5.2.1 Eliciting Critical Information

The purpose of the medical interview is to gather critical
information needed to reach a diagnosis. Therefore,
participants were graded on their ability to elicit critical
information from the patient. Participants were graded by
the patient (virtual or real) and the expert observers. Three
observers scored Group SP and four observers scored
Group VH on the critical information metric. Two of the
observers were the same for both groups.

To assess the variability between the expert’s observa-
tions, the total score on the critical information metric was
correlated pair-wise across observers. The lowest Pearson
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Fig. 4. VIC (left) and DIANA (right) in the virtual exam room.



correlation between the expert observers was r ¼ 0:86. All
correlations were significant at p ¼ 0:006 or lower. This
significant, large positive correlation indicates there was
little interobserver variation on the critical information
metric. Observer scores were combined by averaging due to
the low interobserver variation. Mean values (MSP and
MVP ) represent the fraction of participants that elicited a
critical piece of information.

According to the expert observers, participants asked the
virtual human and standardized patient the same critical
questions. As the virtual human’s responses were based on
the standardized patient’s responses, the answers to the
critical questions were also similar in both groups. No
difference was found for both easily discussed information
(“The pain is sharp and stabbing,” MSP ¼ 1� 0, MVH ¼ 0:8
�0:35, p ¼ 0:12) and sensitive information (“I am sexually
active,” MSP ¼ 0:54� 0:5, MVH ¼ 0:45� 0:52, p ¼ 0:72). Fi-
nal scores on eliciting the 12 critical items (MSP ¼ 6:3� 1:7,
MVH ¼ 5:5� 2:1, p ¼ 0:37) and the fraction of students who
received a passing grade (MSP ¼ 0:5� 0:54, MVH ¼ 0:36
�0:5, p ¼ 0:58) were also similar. This suggests that a virtual
human can sufficiently perform the role of a real person in a
constrained, information exchange scenario.

In normal standardized patient interactions, grades are
usually given by the standardized patient instead of expert
observers. Therefore, students were also graded by the
patient (virtual or real) they spoke to. According to the
patient grades, questions about the location/progression of
the pain (MSP ¼ 0:25� 0:46, MVH ¼ 1� 0, p ¼ 1E � 6), the
fact that the patient is nauseated (MSP ¼ 0:88� 0:35,MVH ¼
0:25�0:44, p ¼ 0:0023), and the fact that the patient is sexually
active (MSP ¼ 0:88� 0:35, MVH ¼ 0:44� 0:51, p ¼ 0:042)
were not asked with the same frequency in both interactions.

Although differences were found in the patient grades, we
defer to the experts grades because they are more reliable and
consistent. Standardized patient grading is not always
reliable because standardized patients are human. Whether
consciously or subconsciously, they take other subjective
factors into account when grading. Also, standardized
patients grade during short breaks in between interactions
with medical students. They do not have much time to
consider grades because another student is waiting outside
for the next interaction. The medical experts, on the other
hand, watched the interactions on video afterward. They had

ample time to review the video and make sure their grades

were accurate. There was also a high degree of consistency

between the experts grades, lending more strength to their

observations. The SP’s grades, however, were not correlated

to any of the experts (at best, r ¼ �0:041, p ¼ 0:923). The

higher reliability and consistency of the experts grades

indicates that the real and virtual interactions were similar

in eliciting critical information.
It should be noted that the virtual human is the only

truly objective grader. This is because the virtual human

graded participants by logging whatever information she

revealed to them. The virtual human cannot take into

account other factors when grading. In contrast to the

standardized patient’s grades, the virtual human’s grades

tend to match the experts grades closely. For example, the

standardized patient’s grades on sexual history differed by

34 percent from the experts grades, but the virtual human’s

grades on sexual history differed from the experts by only 1

percent. The virtual human’s ability to grade similarly to a

panel of medical experts is a clear advantage over the

subjective grading of standardized patients.

5.2.2 Educational Goals

The similarities on content show that interactions with a

virtual human can meet the educational goals of interac-

tions with a real human. Participants in the virtual

interaction were able to practice asking a patient questions,

a key aspect of the medical interview. Furthermore,

participants rated the virtual and real interactions’ educa-

tional value similarly (see Fig. 5). One student said, “I

thought it was really interesting, it was challenging and it

was good to refresh my memory on a lot of communication

and interviewing skills.” Another student noted that the

system allows one to practice the process of interviewing a

patient without feeling nervous: “It was a lot less pressure

than a real person, even a standardized patient. In there

with the virtual patient, I wasn’t worried about looking

natural and confident . . . looking natural to the real patient.

I was out there taking time trying to figure out what’s

wrong with the patient.” The virtual scenario was a

valuable educational experience.
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5.2.3 Empathy

Empathy was used with the standardized patient and virtual
human. The number of times Group SP and VH expressed
empathy to the patient was similar (MSP ¼ 2:2� 1:4,
MVH ¼ 1:3� 1:1, p ¼ 0:44). Group VH used empathy when
the virtual human expressed fear about her pain. A typical
empathetic response with the virtual human was: “Don’t
worry. I am going to help you.” Group SP used similar
empathetic statements. They also touched the standardized
patient’s arm and used a softer tone of voice to comfort her.

Empathy encourages patients to share information. By
expressing empathy, participants were working toward
their task of eliciting critical information from the patient.
Also, the use of empathy is a sign that participants tried to
engage the virtual human emotionally. This is encouraging,
considering the virtual human is not a real person.

5.3 Behavior

5.3.1 Empathy

The expert observers noted that both groups tried to build
rapport with their patient through empathy, but Group
VH’s empathetic behavior appeared less genuine. Group SP
typically spoke naturally and used a soft tone of voice.
Some participants touched the standardized patient’s leg or
the exam bed and held it there for a moment.

On the other hand, Group VH used a more rehearsed,
robotic empathy. They responded to the virtual human’s
cry for help, but their lack of emotional expression and
monotone voice made these empathetic responses appear
insincere. Of course, participants could not touch the virtual
human as she occupies the virtual space beyond the
projection on the wall. However, no participant even tried
to touch the image of the virtual human on the wall. In
debriefings, one participant from Group VH said: “I’m
(normally) really engaging with my patients. Even though it
was very real, it was very cold and artificial. I couldn’t get
very involved.” This comment hints that the poor expres-
siveness of the virtual human led participants to adapt their
conversation style.

It was also clear that some students in Group VH
bothered to use empathy because they are required to in
interviews with standardized patients. Their training (and
fear of a bad grade) compelled them to use empathy.
However, they did not have to appear sincere since the
virtual human was not capable of evaluating and respond-
ing to sincerity (or the lack thereof).

From an evaluation and training standpoint, these
students gamed the system. They knew they could behave
improperly with the virtual human without being penalized
for it. For this system to be effective, it must be able to detect
when students game the system and respond appropriately.
The virtual human should make a comment or change her
mood to make it obvious to the participant that their lack of
sincerity is improper. Making the virtual human more
sensitive to improper behavior will encourage students to
be more sincere.

5.3.2 Conversational Behavior

The behaviors people used to manage the conversation with
the virtual human were very different than the behaviors

used to manage the conversation with the standardized
patient. These differences were a result of the limitations of
the virtual human’s conversational architecture.

Context-Dependent Questions: The virtual human
could not respond to context-dependent questions. As a
result, context-dependent questions were used initially but
were quickly abandoned. For example, if the virtual human
said “I ate a sandwich,” a typical follow up question would
be “When?” Participants quickly learned the virtual human
did not remember context from question to question.
Instead, they rephrased the question: “When did you eat
the sandwich?”

Rapid-Fire Questions: The difficulty with context-
dependent questions and other conversational idiosyncra-
sies led participants to ask the virtual human questions in a
rapid-fire fashion. One student noted: “I was forced to use
choppy sentences and direct questions.” This resulted in
many students robotically going through a mental checklist
of questions. Sometimes they paused to think of the next
question to ask. One student remarked on the patient’s
behavior during pauses: “When we pause for 3 seconds the
patient sometimes will volunteer information, but with the
system, when you’re quiet, she’s quiet.” The system was
essentially one directional in nature. It only responded
when it was asked a question. This was unnatural because
real conversations are two-way.

Conversation Flow: The flow of the conversation was
also unusual. Normally, people use confirmatory phrases
to regulate the conversation flow. Confirmatory phrases
are short, one word acknowledgements (“Yeah,” “uh-
huh,” etc.) or repetitions of what was just said. For
example, the standardized patient might say, “My
stomach hurts a lot.” The participant’s response would
be “OK. Your stomach hurts. Can you show me where
the pain is?” Confirmatory phrases were used throughout
standardized patient interviews to confirm what the
patient said and signal the start of another question. Far
fewer confirmatory phrases were used with the virtual
human (MSP ¼ 20� 4:7, MVH ¼ 3:5� 4:1, p ¼ 6E � 5).

5.4 Expressiveness: Virtual Human versus
Standardized Patient

5.4.1 Differences

The expert observers noted several differences between the
virtual human’s and standardized patient’s expressive
behavior. The standardized patient spoke very little because
she was in too much pain to speak. Her voice was low in
tone and volume and was somewhat raspy. She almost
always had a look of extreme pain on her face. Her facial
expressions varied with motion to indicate how painful it
was to move. Head-nodding, eye contact, and timely
responses contributed to the participant’s sense (gathered
from the MaSP) that the standardized patient was listening.

The virtual human was much less expressive. Her voice
had a regular volume and tone. Her face did not convey the
right level of pain. She occasionally shifted her body or
moved her hands, but her facial expressions did not change
accordingly. Besides looking at the participant, the virtual
human used no other explicit behaviors to indicate
listening. Occasional delays in speech recognition produced
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delays in the virtual human’s responses. Participants often
interpreted this to mean the virtual human was not as
engaged in the conversation. Feedback on the MaSP
showed the standardized patient communicated how she
felt better than the virtual human and appeared to be a
better listener (see Fig. 6).

Previous results did not indicate the virtual human’s lack
of vocal expressiveness was a major deficiency of the
system [2], and no significant difference was found between
synthesized speech and more realistic recorded speech [36].
Therefore, no effort was put into improving DIANA’s voice.
However, this comparison was between different speech
modes of the virtual system. When compared against the
voice of the standardized patient, the lack of professional
voice quality impacted results. This study shows that
professional voice talent is necessary.

Differences in expressiveness were also pronounced
because the virtual human animation tools made it difficult
to create sophisticated expressive behaviors within a
reasonable amount of time. The large difference in expres-
siveness suggests that effort must be invested to improve
expressiveness before future studies are conducted.

5.4.2 Similarities

The only expressive behavior where the virtual human and
standardized patient were similar was eye contact. Head
tracking enabled the virtual human to look at the
participant. This gaze behavior, life-size imagery, and
rendering from the participant’s perspective led Group VP
to indicate on the MaSP that the virtual human used
appropriate eye contact (MSP ¼ 4� 1:6, MVH ¼ 3:7� 0:99,
p ¼ 0:61). One Group VP participant said: “I felt that it was
neat that they were life-size, you know, and that the patient
is looking at you and talking to you.”

5.4.3 Effects of Expressiveness

We hypothesize that the differences in patient expressive-
ness affected several measures. Global measures of authen-
ticity (see Section 5.5) and impressions of the interaction
overall (MSP ¼ 9:5� 0:53, MVH ¼ 6:6� 2:0 on a scale of 1 to
10, p ¼ 1E � 4) were lower in Group VH. Furthermore,
although participants asked the virtual human and stan-
dardized patient similar questions, some behavior (see
Section 5.3) was different with the virtual human. Group
VH asked questions in a more direct, rapid-fire fashion, and
changes to conversation flow were observed. Empathy was

expressed, but the empathy was not as sincere as that seen
in the real scenario. Participants suggested that the virtual
human be more expressive: “I would suggest to have more
emotions into them. Maybe if there was more feelings, more
emotional expression.” The effectiveness of virtual humans
are strongly impacted by their expressiveness.

5.5 Authenticity

As standardized patients are simulations of real patients, it
is useful to compare standardized patients to real patients
to judge their authenticity. The MaSP (see Section 4.1.3) is a
standardized survey filled out by medical students to assess
standardized patient authenticity from a local and global
perspective. Global measures look at overall impressions of
the interaction, like whether the standardized patient acts
like a real patient. Local measures look at specific
components of the interaction, like whether the patient
expressed pain realistically. Participants filled out the MaSP
after interacting with the virtual human and standardized
patient.

Global (big-picture) measures indicated the virtual inter-
action was less authentic than the real interaction. The virtual
human appeared less authentic (MSP ¼ 5� 0:0, MVH ¼ 3:8
� 0:58, p ¼ 9E � 6) and was less less likely to be considered a
real patient (MSP ¼ 4:8� 0:46, MVH ¼ 3:8� 1:1, p ¼ 0:008).
Also, the virtual encounter was less similar to other
standardized patient encounters (MSP ¼ 4:5� 1:1, MVH ¼
2:5� 0:94, p ¼ 2:00E � 4).

However, local (subcomponent) measures mostly indi-
cate the virtual and real scenarios were not different on
authenticity. No differences were found on whether the
patient simulated physical complaints unrealistically
(MSP ¼ 1:8� 1:4, MVH ¼ 2:6� 1:0, p ¼ 0:096), whether
the patient answered questions in a natural manner
(MSP ¼ 2� 1:4, MVH ¼ 2:9� 1:2, p ¼ 0:13), and whether
the patient appeared to withhold information unnecessarily
(MSP ¼ 4:1� 1:2, MVH ¼ 3:4� 1:2, p ¼ 0:23). A single dif-
ference was found on whether the patient’s appearance fits
the role (MSP ¼ 5 � 0:0, MVH ¼ 4:3� 0:47, p ¼ 4:0E � 04).

Given the differences in behavior and expressiveness, it
is surprising that the virtual and real interactions were
considered similar on local authenticity measures. One
would expect any real interaction to always be considered
more authentic than its virtual counterpart. We hypothesize
that the real and virtual interactions were similarly
authentic on local measures because participants applied
different standards when rating local authenticity. Upon
examining debriefing comments, it became clear that Group
VH evaluated the “humanness” of the virtual human,
whereas Group SP judged the accuracy of the standardized
patient to a real patient. This is similar to Usoh et al.’s
conclusion that people apply different standards to real and
virtual environments on presence questionnaires [30].

5.6 Poststudy Reflections

Study I’s results should be considered preliminary because
of the following study characteristics:

Sample Size: The population size, particularly in the
case of the SP experience ðn ¼ 8Þ, was too limited.

Participant Experience: For scheduling reasons, it was
difficult to recruit medical students of equal experience
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levels. This difference affected the study results. Students
with less experience do not yet know what a good or bad
interview with an SP is. They apply a different grading
standard than the more experienced students. More
experienced students likely conduct better interviews.

Different Institutions: Logistical issues made it difficult
to recruit Group VH and SP from the same institution.
Students from the Medical College of Georgia and the
University of Florida have a tendency (and/or have been
trained) to ask different questions.

Volunteer Participants: All participants were recruited
volunteers. Volunteers are typically highly motivated stu-
dents and probably do not represent an accurate sample of the
general medical student population. They perform better
than the average medical student, and they rate the virtual
experience more positively. An analysis of the effect of
volunteer participants will be published in a future article.
Future studies should use nonvolunteers to ensure accurate
sampling of the general medical student population.

VH Voice Fidelity: As part of a separate study, some
Group VH participants spoke to a virtual human with a
computer-generated voice, and others spoke to a virtual
human with prerecorded real speech. No significant
difference was found between the text-to-speech and real-
speech conditions on all measures [36]. Therefore, the two
groups were combined together in our analysis. However,
as virtual human expressiveness has been identified as
affecting results, recorded professional talent should always
be used.

Inexperience with the Virtual Human: The virtual
human interaction was a new experience for Group VH,
but the standardized patient experience was familiar to
Group SP. This experience gap between groups is a
potential confounding factor. Group VH’s behavior may
have been different because they needed more time to
become comfortable with the system.

That said, we believe that students’ experience with the
real interaction partially transfers to the virtual and decreases
any confounding effects. This transfer occurs because of the
various ways the virtual interaction mimics the real interac-
tion. Students experience the virtual interaction in the same
medical exam rooms as in the real interaction. The projected
virtual exam room is modeled after the real room. It has the
same color walls, the same dimensions, the same kind of
patient bed and so on. The virtual human mimics real-world
symptoms of appendicitis. Even the study procedure was
modeled after the participants’ normal experiences with
standardized patients.

Study I’s results also provide evidence that experience
transfers from the real to the virtual interaction. The fact that
students asked the same questions in both real and virtual
interactions implies that Group VH brought their experiences
with them into the virtual interview. Furthermore, in a paper
currently under review, a strong correlation was found in
interaction skills between SP and VH interviews. Students
who do well in VH interactions also do well in SP interactions.
Likewise, students who do poorly in VH interactions do
poorly in SP interactions. This could not be possible unless
experience transfers from the real to virtual.

5.7 Summary

Study I shows that an information gathering scenario can be
simulated effectively with life-size, interactive virtual hu-
mans. However, more complex scenarios that incorporate
communication skills, like rapport-building, are more
difficult to simulate because participants behave differently
with virtual humans. We hypothesize that, as the expres-
siveness of virtual humans are improved, behavior with
virtual humans will become more similar to that used in
real interpersonal interactions. Study I also showed that
interaction authenticity is difficult to measure with sub-
jective surveys. Only objective measures should be used to
assess interaction authenticity.

6 STUDY II: MOTIVATION AND DESIGN

Study II was conducted four months after Study I. The
study’s goals were to 1) gain more insight into how
behavior is different with virtual humans, 2) strengthen
Study I’s results with a larger sample ðn ¼ 58Þ, and
3) address potential confounds in Study I. Study II differed
from Study I in that:

. New behavioral measures were added to character-
ize rapport with the virtual human and standardized
patient.

. All participants were second-year medical students
from the University of Florida. Restricting partici-
pants to the same institution and year of study
controlled for differences in training and skill level.

. The virtual human used more expressive, prere-
corded speech. This guaranteed that the voice fidelity
of the virtual human was the same for all participants.

. The system was integrated into a patient commu-
nication course. The course gave access to a larger
sample of the general medical student population.
Instead of using volunteer participants, medical
students were randomly selected to interact with
the virtual human as part of their coursework.
Participation was not compulsory.

As in Study I, students were split into two groups. Group
VH ðnVH ¼ 33Þ interviewed the virtual human and Group
SP ðnSP ¼ 25Þ interviewed a standardized patient.

6.1 Measures

A panel of five medical experts graded the interactions on
content and rapport-building behavior. Participant percep-
tions of the interaction were not gathered in Study II.

6.1.1 Content

As in Study I, expert observers noted if participants asked
the patient about twelve critical pieces of information
needed to reach a diagnosis (see Section 4.1).

Reaching a diagnosis may be easier with a detailed
picture of a patient’s medical history. Therefore, partici-
pants were graded on whether they elicited information on
five history categories: social history, family history, history
of present illness, medical history, and review of systems.
Patient history information is not critical to reaching a
diagnosis, but it can be helpful in narrowing down the list
of topics to ask about.
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6.1.2 Rapport-Building Behavior

Differences in rapport-building behavior in Study I moti-
vated a more detailed analysis in Study II. Expert observers
graded participants on the following expanded behavioral
measures:

Process and Etiquette: In addition to gathering facts, a
medical student should follow several guidelines related to
the interview process and etiquette. Students should
introduce themselves to the patient, use transitional state-
ments to progress through the interview, and conduct the
interview in an orderly fashion. Such guidelines help
doctors collect information logically and communicate
clearly with the patient.

Empathy: Sincere empathy is key to building rapport with
patients. Experts noted whether empathy was used in the
interviews and how spontaneous it was. They also character-
ized participants on the following 7-point Likert scales:
Good/Bad, Strong/Weak, Active/Passive, Valuable/Worth-
less, Powerful/Powerless, Fast/Slow, Talkative/Quiet,
Helpful/Unhelpful, and Deep/Shallow. Together, these
scales provide a descriptive breakdown of empathetic
behavior.

Nonverbal Communication: People use nonverbal be-
havior, often subconsciously, to communicate attitudes and
feelings. For example, sustained eye contact, forward body
lean and proper head nodding communicate attentiveness
and an overall positive attitude [37]. Experts graded
participants on nonverbal communication because it con-
tributes significantly to rapport with the patient.

6.2 Procedure

Study I’s procedure was modified to match the patient
communication course procedure. Normally, students arrive
at a medical education facility at a predetermined hour. Each
student is assigned two medical exam rooms where standar-
dized patients are waiting. As soon as overhead speakers play
“You may now start the station,” the students simultaneously
enter their first assigned room. The participants interact with
the standardized patient for up to 10 minutes. At the eight-
minute mark, a warning bell is played to inform students that
two minutes remain. When students complete their inter-
view, they use any remaining time, plus a two minute break,
to summarize what they learned about the patient and
suggest a course of action. After the two minute break, the
students repeat the process with their second standardized
patient. Once a student is finished with the second interview,
she is free to go.

As our study was integrated into the course, we followed
this procedure precisely, with only slight deviations.
Appointments were made so that Group VH could do
speech training before the interactions. During the study,
Group VH participants were assigned one room with a
virtual human with symptoms of appendicitis and one
room with a standardized patient with different symptoms.
Likewise, Group SP participants were assigned one room
with a standardized patient with symptoms of appendicitis
and one room with a standardized patient experiencing
different symptoms.

Due to the strict course schedule, and a desire to make
the virtual interaction like the real one, VIC was removed

from the virtual interaction. As a result, the start, two-
minute warning, and end sounds were all played from the
facility’s speakers. Also, participants were not given a
system tutorial. Initially, there was some concern that the
loss of VIC’s tutorial would lead to participant confusion. In
fact, removing the tutorial made the experience more
familiar to students. Students were able to start the
interview immediately as they usually do in standardized
patient interactions.

Following the course schedule made it difficult to collect
data from students. There was no time for participants to fill
out the MaSP survey used in Study I, nor were participants
debriefed for comments. On the other hand, an advantage
of following the course schedule was that study participa-
tion was a more familiar experience to students.

7 STUDY II: RESULTS AND ANALYSIS

Study II strengthened our findings in Study I. The content
of the virtual and real interactions remained similar, and
rapport again was lower in the virtual interaction. Process
and etiquette were followed less strictly, and nonverbal
behavior conveyed less interest and a less positive attitude
toward the virtual human. As in Study I, the limited
expressiveness of the virtual human was a factor in
changing participant behavior.

7.1 Interobserver Reliability

To assess the relative agreement of the expert observers,
three summary scores were correlated across observers. The
first summary score was a tally of the objective, “yes/no”
measures—critical information, patient history information,
and process and etiquette. The second summary score was
an average of the subjective empathy descriptors. The final
summary score was an average of the nonverbal commu-
nication measures (eye contact, body lean, etc.).

Table 1 shows the pair-wise Pearson correlation of the
observers on the three summary measures. Most observers
are reasonably correlated with each other ðr > 0:4Þ and have
a less than 5 percent ð� < 0:05Þ chance of being correlated
due to chance. This implies the observers rated the
interactions similarly.

On all measures, Observer 05 was not highly correlated
with at least one observer and/or the correlations were
more likely to come from chance than from true agreement.
Therefore, observer O5 was culled from the study. Observer
O3’s nonverbal behavior observations were also culled from
the study for the same reasons. After culling these
observations, the ratings were combined into a single
measurement by averaging.

7.2 Content Measures

7.2.1 Eliciting Critical Information

As in Study I, participants elicited the same critical
information from the virtual human and standardized
patient. Both groups were equally likely to elicit 11 of
12 critical pieces of information from the patient. Fig. 7
compares the overall performance of eliciting critical
information in Study I and Study II. Not only was the
overall performance similar across groups, it was also
similar across studies. The consistency of eliciting critical
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information across studies strengthens the assertion that
content was similar in the real and virtual interactions.

A single difference was found on whether the student
elicited the location of the pain (MSP ¼ 0:75� 0:36,
MVH ¼ 0:91� 0:16, p ¼ 0:02). System logs show the virtual
human often revealed the pain location even when not
directly asked about it. This was due to errors in matching
noisy input speech to responses in the virtual human’s
database. As part of our future work, the system’s response
matching thresholds will be tuned to reduce false positives.
This will help prevent the system from revealing informa-
tion that has not been asked for.

7.2.2 Patient History

As an additional content measure, experts graded partici-
pants on their ability to elicit patient history information.
Patient history provides more background that can help the
student reach a diagnosis. Overall, participants elicited less
patient history information from the virtual human. For

example, Group VH was less likely to gather family medical

history (MSP ¼ 0:5� 0:48, MVH ¼ 0:22� 0:38, p ¼ 0:018)

and the history of the present illness (MSP ¼ 0:85� 0:26,

MVH ¼ 0:63� 0:32, p ¼ 0:008).
Differences in gathering patient history highlight how

people adapt their behavior to the limitations of the virtual

human. A medical student would normally use multiple

follow-up questions to explore these topics. Follow-up

questions are difficult for the virtual human to handle

because they require knowledge of context. As in Study I,

participants discovered that they cannot ask the virtual

human context-dependent questions, and they adapted

their behavior appropriately. As part of our future work, we

plan on tracking context over the course of the interview.

This will allow the virtual human to determine that follow

up questions refer to previous questions.
It should be noted that no differences were found on

whether participants asked about social history (MSP ¼ 0:43

� 0:41, MVH ¼ 0:33� 0:37, p ¼ 0:33). This is likely because

social history questions (e.g., “Do you drink alchohol?”) have

very few follow-up questions. Also, participants may have

avoided social history because it is a sensitive subject.

Approximately 60 percent of participants did not ask social

history questions.
Differences in patient history do not necessarily indicate

that the content of the interaction was different overall.

Gathering critical information is a much more important

part of the interview than gathering patient history and

should be weighted more strongly in the overall assessment

of the interview content. Despite differences in gathering

patient history, the overall content of the virtual and real

interviews was similar.
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7.3 Rapport-Building Behavior

As in Study I, participant behavior led to the impression
that rapport was lower with the virtual human. Empathetic
behavior was used, but was not sincere. Furthermore, some
process and etiquette guidelines were not followed. Finally,
nonverbal behavior communicated less interest and a
poorer attitude toward the virtual human.

7.3.1 Process and Etiquette

Medical students are taught to follow specific process and
etiquette guidelines in the medical interview. These guide-
lines make it easier to collect patient information logically
and help build rapport with the patient.

Most process and etiquette guidelines were followed in the
virtual and real interactions. Participants introduced them-
selves (MSP ¼ 0:793� 0:36, MVH ¼ 0:68� 0:39, p ¼ 0:28),
explored their patient’s concerns (MSP ¼ 0:87� 0:30,MVH ¼
0:86� 0:18, p ¼ 0:96), and ended the interview appropriately
(MSP ¼ 0:54� 0:43, MVH ¼ 0:58� 0:34, p ¼ 0:69). These re-
sults are surprising because the virtual human does not
“care” whether these guidelines are followed. The virtual
human does not act differently if participants end the
interview inappropriately. Clearly, participants applied rules
from the real-world to this virtual interpersonal interaction.

When process and etiquette were abandoned, it was
because the virtual human could not handle them properly.
For example, Group VH conducted the interview in a less
logical and orderly fashion (MSP ¼ 0:87� 0:25, MVH ¼ 0:53
� 0:35, p ¼ 0:0001). Participants did not have a logical orderly
conversation with the virtual human because the virtual
human is incapable of having a conversation in a logical
order. For example, a student may be discussing headaches
with the virtual human. If speech recognition misinterprets
the next question to be about fever, the virtual human will
suddenly change the topic and respond about her fever. This
unexpected topic change shows participants that the system
does not care about the order of questions. Therefore,
participants do not bother interacting with the system in
any logical order.

As mentioned previously, future versions of the system
will address this by tracking the current topic, or context, of
the conversation. This will allow the virtual human to
determine when a query changes the topic and if the change
in topic is logical. If the topic change is unexpected, the
virtual human can ask the user to repeat the question to
confirm.

7.3.2 Empathy

As in Study I, participants in both groups responded
empathetically to their patient (MSP ¼ 0:79� 0:29, MVH ¼
0:69� 0:42, p ¼ 0:34). However, the sincerity of the empathy
was lower with the virtual human. Group VH’s empathetic
behavior remained robotic and disengaged in Study II.
Twenty-seven percent of Group VH used spontaneous
empathy versus 84 percent in Group SP ðp ¼ 4:38E � 6Þ. A
close to significant difference was found on the overall quality
of the empathy on a scale of 1 to 4 (MSP ¼ 2:7� 0:85,
MVH ¼ 2:3� 0:84, p ¼ 0:08).

Surprisingly, specific, descriptive ratings of empathetic
behavior in the virtual and real interactions were not
different. For example, Fig. 8 shows that both groups were
rated similarly on descriptive scales like “good/bad,”
“weak/strong,” and “active/passive.” This is in stark
contrast to the overall sense that empathy behavior was
poorer with the virtual human. We hypothesize that no
differences were found on these scales because they are too
subjective. The expert raters could not objectively rate
abstract concepts like “weak/strong.” As part of our future
work, we are exploring the use of objective behavioral
measures to augment these subjective measures.

7.3.3 Nonverbal Communication

Nonverbal communication is critical to rapport-building
because it communicates a variety of feelings and attitudes.
Group VH’s nonverbal behavior expressed lower rapport
with the virtual human (see Fig. 9). They used less forward
body lean and nodded less. These behaviors were inap-
propriate because they are associated with lower interest
and a poorer attitude ([37]). Not surprisingly, Group VH
appeared less attentive and had a less positive attitude with
the virtual human (see Fig. 9).

It should be noted that expert ratings of participants’ eye
contact were similar with the virtual and real human. This
was also seen in Study I, where participants indicated the
virtual human and standardized patient maintained good
eye contact. The virtual human constantly looked at the
participant throughout the interview, influencing partici-
pants to reciprocate and maintain eye contact. Future
studies should incorporate an eye tracker to confirm this
result and determine the amount of eye contact more
accurately.
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7.4 Expressiveness of the Virtual Human

Study I hypothesized that the virtual human’s lower level of
expressiveness (compared to the standardized patient)
played a role in changing rapport with the virtual human.
One might expect then that the virtual human’s expressive,
prerecorded voice in Study II would lead to fewer
differences on rapport-building behavior. On the contrary,
differences in behavior remained.

Clearly, expressiveness must be improved further. The
virtual human should use everyday conversational idiosyn-
cracies, like stopping to think and saying “um” and “uh.”
Her face should convey more pain. Her body should be less
rigid, yet still enough to convey the pain that moving
creates. Her responses to queries should be immediate. This
list is only a small sample of the expressive abilities that
must be improved.

7.5 Summary

Study II strengthens the findings of Study I with a larger
sample ðn ¼ 58Þ and fewer potential confounding factors.
Content measures remained similar while behavior related to
rapport showed strong differences between the virtual and
real interactions. Differences on nonverbal communication
provide more evidence that rapport-building is lower with
the virtual human. As in Study I, these differences likely
stemmed from the virtual human’s limited expressiveness.

8 CONCLUSIONS

Using the medical interview as a platform, two studies
were conducted that compare a virtual interpersonal
interaction to an effective, standardized, real-world inter-
action. Expert observations and participant feedback
indicated that the virtual human was less expressive than
the standardized patient. This led to less rapport-building
with the virtual human. However, the virtual interaction
was similar to the real interaction on content measures.
Participants gathered the same information from the virtual
human and standardized patient.

The studies also show that interaction authenticity and
participant empathy cannot be assessed easily. Global
measures showed that the real scenario was more authentic,
but local measures suggest—on a component level—that
the virtual scenario was similar to the real scenario. A
similar contradiction was seen in expert ratings of empathy.
While participants appeared to use insincere empathy with
the virtual human, subjective, descriptive ratings of em-

pathy found no differences. These results lead to the
following guidelines for constructing and evaluating
effective interpersonal simulators:

Construction: An interpersonal scenario where informa-
tion gathering is the main task can be effectively simulated
if the content of the interaction is similar to its real-world
counterpart. However, scenarios that incorporate commu-
nication skills, like rapport-building, are more difficult to
simulate because virtual humans do not meet the standard
of expressiveness set by real humans. The expressiveness of
virtual humans must be improved to elicit natural behavior
from users.

Evaluation: Evaluating an interpersonal simulator is
difficult to do objectively. More objective, physically-based
measures of authenticity and behavior must be developed.

9 FUTURE WORK

Comparing a virtual interpersonal simulation to an effec-
tive, standardized real-world counterpart is a key step in
learning how to build effective interpersonal simulators.
Now that this step has been taken, we can start exploring
the effect of several variables on the effectiveness of
interpersonal simulators. Most important is the effect of
varying the virtual human’s expressive behavior. Other
important variables to study include the virtual human’s
mesh quality, rendering quality, and the system display
device (projector, monitor, and HMD).

To support these studies, we have rebuilt the Virtual
Patient system. The new system supports higher-quality
virtual human models and animations. We are now able to
create animations using the same tools video game and
movie effects artists use. Programmatic control over these
animations allows systematic control over the breadth,
depth, and quality of the virtual human’s expressive
behaviors. Improvements have also been made to the
natural language system to improve the conversation flow
with the virtual human. The virtual human responds to
input faster and tracks the context of the interview.

Most critical to understanding why participant behavior
changes with virtual humans is the development of
objective, physical measures of behavior. Sensors, like the
microphone and reflective markers users already wear, will
be used to characterize physical behavior. The following
subset of behaviors that impact perceived rapport with the
patient will be tracked:
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Fig. 9. Body lean and head nod behavior communicated a poorer attitude and less attentiveness to the virtual human. 1 ¼ Very Poor,

4 ¼ Very Good.



. Posture—Does the student adopt open, friendly
postures?

. Gaze—Does the student look at the patient, or
elsewhere?

. Facial Expressions—Does the student use appropri-
ate, friendly, reassuring facial expressions?

. Speaking Time—Does the student talk too much or
too little? Are there long pauses while the student
thinks?

To help with interpreting this behavioral data, a tool for

visualizing interactions between real and virtual humans is

being developed. Visualization will provide a focusing lens

through which we can analyze the collected behavioral data.
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