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Abstrat Given a polynomial p of degree n we want to �nd a best L

2

-

approximation over the unit interval from polynomials of degree m < n. This

problem is shown to be equivalent to the problem of �nding the best Eulidean

approximation of the vetor of Bernstein-B�ezier oeÆients of p from the vetor

of degree-raised Bernstein-B�ezier oeÆients of polynomials of degree m.

1 Motivation

Optimal degree redution to exhange, onvert or redue data, or ompare geo-

metri entities is an important task in CAGD. Sine the pieewise linear ontrol

struture of the ommonly used Bernstein-B�ezier form eÆiently aptures geo-

metri properties it is tempting to �nd the optimal lower degree approximant

by just omparing ontrol points. This is in general a awed approah sine

the L

2

-norm k�k

L

of the polynomials and the Eulidean norm k�k

E

of the o-

eÆients are not similar. For a simple example, onsider the univariate linear

polynomials p(t) = 6(1� t) and q(t) = 4(1� t) + 3t. Then

kpk

L

=

6

p

3

<

p

37

p

3

= kqk

L

; but kpk

E

= 6 > 5 = kqk

E

:

The result proven in this paper is therefore not obvious: to �nd a best L

2

-

approximation over the unit interval from polynomials of degree m to a given

polynomial p of degree n > m is equivalent to �nding the best Eulidean ap-

proximation of the vetor of Bernstein-B�ezier oeÆients of p from vetors of

Bernstein-B�ezier oeÆients of polynomials of degree m raised to degree n.

Bypassing the many interesting identities enountered along the way, we

present the result suintly in the next pages | but not before pointing out

prior work. Lahane [5℄ and Ek [2℄, [3℄ analyze Chebyshev eonomization,

�
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Brunnett et al. [1℄ fous on separability of degree redution into the di�erent

spatial omponents and the geometry of the ontrol polygon. Endpoint on-

strained L

2

-approximation oupled with subdivision is disussed in [4℄ whih

also ontains a summary of earlier literature on eonomization.

2 Charaterization of degree-raised polynomials

The linear spae of polynomials of degree less than or equal to n is denoted

by P

n

. We shall use two di�erent bases of P

n

, namely the Bernstein-B�ezier

(BB) basis and the Lagrange basis with respet to the points 0; : : : ; n. The

orresponding row vetors of polynomials are

B

n

:= [B

n

0

; : : : ; B

n

n

℄ ; where B

n

i

(t) :=

�

n

i

�

(1� t)

n�i

t

i

Q

n

:= [Q

n

0

; : : : ; Q

n

n

℄ ; where Q

n

i

(t) :=

n

Y

j=0

j 6=i

t� j

i� j

:

With b 2 R

n+1

a olumn vetor of oeÆients, we write polynomials in BB form

and Lagrange form as B

n

b and Q

n

b, respetively. The latter form is used to

relate a disrete polynomial dependene of the oeÆients on the vetor index

to a ontinuous polynomial. For example, if the oeÆients b(i) = i

2

� i depend

quadratially on the index i, then Q

n

(t)b = t

2

�t is the orresponding quadrati

polynomial. The following lemma is well-known.

Lemma 2.1 A polynomial B

n

b is of degree � m if and only if the vetor of

oeÆients is a polynomial of degree � m in its index, i.e.

B

n

b 2 P

m

, Q

n

b 2 P

m

:

Proof We de�ne the olumn vetor of alternating binomial oeÆients by

v

k

(i) := (�1)

i

�

k

i

�

; i = 0; : : : ; n (1)

with the understanding that

�

k

i

�

= 0 if i > k. First, when expanding the BB

form into monomial form we obtain

B

n

(t)b =

n

X

k=0

(b

t

v

k

)(�1)

k

�

n

k

�

t

k

:

Hene, B

n

b 2 P

m

if and only if b

t

v

k

=

P

i

b(i)v

k

(i) = 0 for m < k � n. Seond,

the divided di�erene of Q

n

b at the points 0; : : : ; k is

[0; : : : ; k℄(Q

n

b) =

b

t

v

k

k!

:
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>From the Newton form

Q

n

(t)b =

n

X

k=0

b

t

v

k

k!

k

Y

j=1

(t� j)

we see that also Q

n

b 2 P

m

if and only if b

t

v

k

= 0 for m < k � n, what onludes

the proof. ./

3 Equivalene of orthogonal omplements

Like any approximation problem in a Hilbert spae, degree redution is losely

related to determining the orthogonal omplement of the approximation spae

with respet to the embedding spae. The following result states an unexpeted

oinidene:

Theorem 3.1 The orthogonal omplements of P

m

in P

n

with respet to the

L

2

-inner produt

hf; gi

L

:=

Z

1

0

f(t)g(t) dt (2)

and the Eulidean inner produt of the BB oeÆients

hB

n

b; B

n

i

E

:=

n

X

i=0

b

i



i

(3)

are equal.

Proof Denote the orthogonal omplement of P

m

in P

n

with respet to the

Eulidean inner produt by P

m;n

, and let B

n

w

m+1

; : : : ; B

n

w

n

be some basis of

this spae. By equality of dimensions it suÆes to show that P

m;n

is ontained

in the orthogonal omplement with respet to the L

2

-inner produt, i.e. the

polynomials B

n

w

k

have to be L

2

-orthogonal to all polynomials in P

m

,




B

n

w

j

; t

i

�

L

= 0 ; 0 � i � m < j � n :

De�ning the olumn vetor p

i

by

p

i

(k) :=

Z

1

0

B

n

k

(t)t

i

dt ; k = 0; : : : ; n

we rewrite




B

n

w

j

; t

i

�

L

= hB

n

w

j

; B

n

p

i

i

E

. By de�nition, the latter expression

vanishes if and only if B

n

p

i

2 P

m

, and by Lemma 2.1 this is equivalent to

Q

n

p

i

2 P

m

. In other words, we have to show that p

i

(k) is polynomial in k of
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degree � m for all i = 0; : : : ;m. Using the formula

R

1

0

B

d

k

(t) dt = 1=(d+1), this

follows easily from

p

i

(k) =

�

n

k

�

�

n+i

k+i

�

Z

1

0

B

n+i

k+i

(t) dt =

n!

(n+ i+ 1)!

i

Y

`=1

(k + `) :

./

>From the proof of Lemma 2.1 we an see that a possible hoie for the ba-

sis B

n

w

m+1

; : : : ; B

n

w

n

is provided by the oeÆient vetors v

m+1

; : : : ; v

n

. In

partiular, we see for m = n� 1 that

B

n

v

n

=

n

X

i=0

(�1)

i

�

n

i

�

B

n

i

is L

2

-orthogonal to all polynomials of degree < n. Hene, up to saling, B

n

v

n

is just the Legendre polynomial of degree n on the unit interval in BB form.

4 Consequenes

The impliations of Theorem 3.1 to degree redution are straightforward.

Corollary 4.1 Given a polynomial B

n

b of degree n, the approximation problem

min

p2P

m

kB

n

b� pk

has the same minimizer for the norm indued either by the L

2

-inner produt (2)

or the Eulidean inner produt (3).

Proof The polynomial B

n

b an be deomposed uniquely aording to

B

n

b = p+ q ; p 2 P

m

; q 2 P

m;n

and, by orthogonality, p is the wanted solution for both norms. ./

The following orollary aÆrms that the degree redution proess fators, e.g.

k-fold degree redution by one yields the same best approximand as a single

redution by k degrees. This is of interest, for example, when seeking an ap-

proximand of least degree that still lies within a presribed tolerane.

Corollary 4.2 Denote by P

m;n

the linear operator mapping polynomials B

n

b 2

P

n

to their best L

2

or Eulidean approximant p 2 P

m

. Then

P

m;n

= P

m;`

P

`;n

; m � ` � n :

The fatorization of degree redution is well-known in the L

2

-ase, non-trivial

to prove diretly in the disrete Eulidean ase, and in general false in other

norms, e.g. for Chebyshev approximation.
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5 Pratial onsiderations and an example

In pratie, one is often interested in the BB form p = B

m

 of the best de-

gree redution to the polynomial B

n

b. In order to ompare oeÆients, p has

to be represented in terms of B

n

, i.e. p = B

n

~. The degree raising matrix

A

n;m

for mapping the BB oeÆients  to ~ has dimension (n + 1) � (m + 1)

and an be deomposed into elementary degree-raising steps [5℄ as A

n;m

=

A

n;n�1

A

n�1;n�2

� � �A

m+1;m

, where

A

k;k�1

(i; j) =

8

>

<

>

:

i=k if j = i� 1

1� i=k if j = i

0 else :

Then, with k�k denoting the Eulidean norm in R

n+1

, degree redution amounts

to solving the least squares problem

min

2R

m+1

kb�A

m;n

k :

The solution is given by the pseudo inverse P

m;n

of the degree raising matrix,

 = P

n;m

b := (A

t

m;n

A

m;n

)

�1

A

t

m;n

b :

>From Corollary 4.2 it follows that P

m;n

an be fatored orresponding to a

sequene of elementary degree redution steps,

P

m;n

= P

m;m+1

P

m+1;m+2

� � �P

n�1;n

:

Hene, in order to get easy aess to arbitrary degree redution matries, it

suÆes to preompute the matries P

k;k+1

, the �rst few of whih are

P

0;1

=

1

2

�

1 1

�

; P

2;3

=

1

20

2

4

19 3 �3 1

�5 15 15 �5

1 �3 3 19

3

5

P

1;2

=

1

6

�

5 2 �1

�1 2 5

�

; P

3;4

=

1

210

2

6

6

4

207 12 �18 12 �3

�53 212 102 �68 17

17 �68 102 212 �53

�3 12 �18 12 207

3

7

7

5

:

We obtain for instane

P

1;3

= P

1;2

P

2;3

=

1

10

�

7 4 1 �2

�2 1 4 7

�

:

As an example, onsider the ubi polynomial B

3

b

3

with BB oeÆients b

3

=

[1;�3; 1; 0℄

t

. The best approximating quadrati B

2

b

2

has oeÆients b

2

=

[7=20;�35=20; 13=20℄

t

, while the best approximating linear polynomial B

1

b

1

to either B

2

b

2

or B

3

b

3

has oeÆients b

1

= [�4=10;�1=10℄

t

. The result is

illustrated in Figure 1.
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Figure 1: L

2

degree redution of a ubi to degree 2 (left) and degree 1 (right).
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