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#### Abstract

This paper characterizes when the normals of a spline curve or spline surface lie in the more easily computed cone of the normals of the segments of the spline control net.


## 1 Introduction

Since, for splines, subdivision amounts to averaging, would not the limit normal of a spline curve or surface be a linear, even convex combination of the normals of the segments of the spline control net? In this introduction and in Section 2 we present some evidence that supports this conjecture for curves and functions. Section 3 discusses the case of box-spline surfaces.

Such an investigation is practically useful, since an affirmative answer to the question would allow substituting a simpler computation of bounds on the control structure for complex, exact bounds on the corresponding nonlinear curve or surface. Such bounds play a significant role in curve and surface intersection algorithms and in efficient or high-quality rendering.

For a planar, polynomial curve segment in B-spline or Bézier form, the cone spanned by the perpendiculars to the control segments encloses the cone of the curve normals. This follows from
(i) the coefficients of the hodograph (the derivative of the parametrization) are the scaled differences of the coefficients of the curve parametrization,
(ii) the hodograph is a convex combination of its coefficients and
(iii) the normal to the curve segment is perpendicular to its hodograph.

In symbols, we consider a planar curve

$$
\mathbf{c}(t):=\sum_{i} \mathbf{c}_{i} b_{i}(t), \quad \mathbf{c}_{i} \in \mathbb{R}^{2}
$$

in terms of Bernstein polynomials or B-splines $b_{i}(t)$ of degree $d$. Then $\perp(x, y)=$ $(-y, x)$ is the normal direction $\mathbf{n}(\mathbf{c}, t)$ of $\mathbf{c}$ at $t$, and we may define

$$
\Delta_{i}(\mathbf{c}):=\left\{\begin{array}{l}
d\left(\mathbf{c}_{i+1}-\mathbf{c}_{i}\right), \text { if } i \in \mathrm{I}:=\{0, \ldots, n-1\} \\
0, \text { else }
\end{array}\right.
$$

The proof of the assertion is

$$
\begin{aligned}
\mathbf{n}(\mathbf{c}, t) & =\perp\left(\mathbf{c}^{\prime}(t)\right)=\perp\left(\sum_{i} \Delta_{i}(\mathbf{c}) b_{i}(t)\right)=\sum_{i} \perp\left(\Delta_{i}(\mathbf{c})\right) b_{i}(t) \\
& \in \operatorname{cone}\left(\perp\left(\Delta_{i}(\mathbf{c})\right)\right)_{i \in \mathrm{I}}
\end{aligned}
$$

Note that the basic idea generalizes to curves in higher-dimensional spaces and characterizes the normal hyperplanes perpendicular to the tangent cone spanned by the differences of the control polygon.

## 2 Curves and Bivariate Functions

We generalize the earlier argument to rational planar curves of the form

$$
\mathbf{r}(t):=\frac{\sum_{i} w_{i} \mathbf{r}_{i} b_{i}(t)}{\sum_{i} w_{i} b_{i}(t)}, \quad \mathbf{r}_{i} \in \mathbb{R}^{2}
$$

with $w_{i}>0$ : the cone spanned by the perpendiculars to the control segments encloses the cone of the curve normals.


Fig. 1. The differences of intermediate points generated by de Boor's algorithm lie in the cone spanned be the differences $\Delta_{i}(\mathbf{r}), i \in \mathrm{I}$.

Lemma 1. Let $\mathbf{n}(\mathbf{r}, t)$ be the normal to the rational Bézier curve segment $\mathbf{r}$ and $\rho:=\sum_{i} \mathbf{r}_{i} b_{i}$. Then

$$
\mathbf{n}(\mathbf{r}, t) \in \operatorname{cone}\left(\perp\left(\Delta_{i}(\rho)\right)\right)_{i \in \mathrm{I}}
$$

Proof. Both the rational de Casteljau and the de Boor algorithm use only pairwise convex combinations to compute intermediate points $\rho_{i}^{j}, j=0, \ldots, d, i=$ $0, \ldots, j$, when written in non-homogeneous space (see e.g. [1]). For non-negative weights, the differences of intermediate points lie therefore in the cone spanned by the differences $\Delta_{i}(\rho), i \in \mathrm{I}$, (Figure 1) and the tangent of $\mathbf{r}$ at parameter $t$ is
the scaled difference $\rho_{1}^{d-1}-\rho_{0}^{d-1}$ of the affine intermediate control points [2, 3]. Finally, the normal direction $\mathbf{n}(\mathbf{r}, t)$ of $\mathbf{r}$ at $t$ is perpendicular to the tangent of $\mathbf{r}$ at $t$.

Similarly, for a planar $C^{1}$ subdivision curve generated by a binary subdivision scheme with weights $\alpha_{i}$

$$
\begin{aligned}
\mathbf{s}_{2 i}^{\prime} & =\sum_{j} \alpha_{2 i-2 j} \mathbf{s}_{j} \\
\mathbf{s}_{2 i+1}^{\prime} & =\sum_{j} \alpha_{2 i+1-2 j} \mathbf{s}_{j}
\end{aligned}
$$

whose difference scheme uses only convex combinations ([4]), the cone spanned by the perpendiculars to the control segments encloses the cone of the curve normals

$$
\mathbf{n}(\mathbf{s}, t) \in \operatorname{cone}\left(\perp\left(\Delta_{i}(\mathbf{s})\right)\right)_{i \in \mathrm{I}}
$$

This follows from
(i) the divided differences of control points of a refined control polygon lie in the cone of divided differences of control points of the coarse control polygon,
(ii) the divided differences converge towards the scaled tangents,
(iii) the normal direction $\mathbf{n}(\mathbf{s}, t)$ of $\mathbf{s}$ at $t$ is perpendicular to the tangent at $t$.


Fig. 2. Control points $p_{\mathrm{i}}, \mathbf{i} \in \mathbf{I}$, (the set of all 12 line intersections) defining a degree 4 three-direction box-spline parametrized over the central, shaded triangle. The arrows indicate two (affinely skewed, box-spline averaging) directions $e_{1}$ and $e_{2}$ contributing to the partial derivatives of the surface piece. Note that, in each case, four of the twelve differences are zero since they do not contribute to the derivative.

Let us now consider a (uniform box-) spline in two variables $\left(\mathrm{u}_{1}, \mathrm{u}_{2}\right)=: \mathrm{u}$,

$$
p(\mathrm{u}):=\sum_{\mathrm{i} \in \mathrm{I}} p_{\mathrm{i}} \mathrm{~b}_{\mathrm{i}}(\mathrm{u})
$$

with coefficients $p_{\mathrm{i}} \in \mathbb{R}$ and $\mathrm{i}=\left(\mathrm{i}_{1}, \mathrm{i}_{2}\right) \in \mathrm{I} \subset \mathbb{Z}^{2}$, a multi-index, and I an appropriate index set (see [5]). One polynomial piece of such a spline is a linear combination of nodal or box-spline functions $b_{\mathrm{i}}, \boldsymbol{i} \in \mathbf{I}$, of total degree $d$. In particular, we consider the three-direction box spline with directions $\Xi:=\left[\begin{array}{lllll}1 & 1 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 & 1 \\ 0 & 1 & 1 & 1\end{array}\right]$. A polynomial piece $p$ is defined by a submesh consisting of all triangles (pointor edge-) adjacent to a central triangle (see Figure 2). Two derivatives in the generating directions, without loss of generality, $e_{1}:=(1,0)$ and $e_{2}:=(0,1)$, can be obtained by differencing control points in these directions. We define

$$
\Delta_{k, \mathrm{i}}(p):=\left\{\begin{array}{l}
d\left(p_{\mathrm{i}+\mathrm{e}_{k}}-p_{\mathrm{i}}\right), \text { if both } \mathrm{i} \in \mathrm{I} \text { and } \mathrm{i}+\mathrm{e}_{k} \in \mathrm{I}, \\
0 \text { else }
\end{array}\right.
$$

for $k=1,2$. Then the same relation holds as for planar curves.
Lemma 2. The normal of a polynomial piece pof a bivariate box-spline function with averaging matrix $\Xi$ is in the normal cone spanned by the control facet normals with vertices $p_{\mathrm{i}}, \mathrm{i} \in \mathrm{I}$.

Proof. By definition, the normal direction is

$$
\begin{aligned}
& \mathbf{n}\left(\left(\begin{array}{c}
\mathbf{u}_{1} \\
\mathbf{u}_{2} \\
p
\end{array}\right), \mathbf{u}\right):=\frac{\partial\left(\begin{array}{c}
\mathbf{u}_{1} \\
\mathbf{u}_{2} \\
p
\end{array}\right)}{\partial \mathbf{u}_{1}} \times \frac{\partial\left(\begin{array}{c}
\mathrm{u}_{1} \\
\mathbf{u}_{2} \\
p
\end{array}\right)}{\partial \mathbf{u}_{2}}
\end{aligned}
$$

$$
\begin{aligned}
& =\binom{\stackrel{1}{0}}{\sum_{\mathrm{i}} \Delta_{1, \mathrm{i}}(p) b_{\mathrm{i}}(\mathrm{u})} \times\binom{ 0}{\sum_{\mathrm{i}} \Delta_{2, i}(p) b_{\mathrm{i}}(\mathrm{u})} \\
& =\sum_{\mathrm{i}}\left(\begin{array}{c}
-\Delta_{1, \mathrm{i}}(p) \\
-\Delta_{2, \mathrm{i}}(p) \\
1
\end{array}\right) b_{\mathrm{i}}(\mathrm{u}) \\
& \in \operatorname{cone}\left(\left(\begin{array}{c}
-\Delta_{1, \mathrm{i}}(p) \\
-\Delta_{2 \mathrm{i}}(p) \\
1
\end{array}\right)\right)_{\mathrm{i} \in \mathrm{I}} \\
& =\operatorname{cone}\left(\Delta_{1, \mathrm{i}}\left(\begin{array}{c}
\mathrm{u}_{1} \\
\mathrm{u}_{2} \\
p
\end{array}\right) \times \Delta_{2, \mathrm{i}}\left(\begin{array}{c}
\mathrm{u}_{1} \\
\mathrm{u}_{2} \\
p
\end{array}\right)\right)_{\mathrm{i} \in \mathrm{I}} \text {. }
\end{aligned}
$$

The last expressions are the normals of the control facets.
Here, we picked the three-direction box-spline since the control facets have a unique normal, as opposed to the control net of a tensor-product spline.

## 3 Box-spline surfaces

The examples of curves in one and functions in two variables suggest that the cone of normal directions $\mathbf{n}(\mathbf{p}, \mathbf{u}), u \in U$, of a spline surface patch $\mathbf{p}$ is in the cone of the normals of its spline control polyhedron of $\mathbf{p}$. To test this hypothesis, we consider again the three-direction box splines with direction matrix $\Xi:=$ $\left[\begin{array}{lllllll}1 & 1 & 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 & 1 & 1\end{array}\right]$.

Lemma 3. The normal of a polynomial piece $\mathbf{p}$ of a bivariate parametric boxspline surface with averaging matrix $\Xi$ is in the normal cone spanned by the cross products of each difference in the direction $\mathrm{e}_{1}$ with each difference in the direction $\mathrm{e}_{2}$ of control points $\mathbf{p}_{\mathrm{i}} \in \mathbb{R}^{3}, \mathrm{i} \in \mathrm{I}$.

Proof. Since the cross product results in a polynomial of degree $2 d-2$ and the box-spline functions $b_{\mathrm{i}}$ form a non-negative partition of 1 , we can bound the normal by

$$
\begin{aligned}
\mathbf{n}(\mathbf{p}, \mathbf{u}) & :=\frac{\partial \mathbf{p}}{\partial \mathbf{u}_{1}} \times \frac{\partial \mathbf{p}}{\partial \mathbf{u}_{2}}=\sum_{\mathrm{i} \in \mathrm{I}} \Delta_{1, \mathrm{i}}(\mathbf{p}) b_{\mathrm{i}}(\mathbf{u}) \times \sum_{\mathrm{j} \in \mathrm{I}} \Delta_{2, \mathrm{j}}(\mathbf{p}) b_{\mathrm{j}}(\mathbf{u}) \\
& \in \operatorname{cone}\left(\Delta_{1, \mathrm{i}}(\mathbf{p}) \times \Delta_{2, \mathrm{j}}(\mathbf{p})\right)_{\mathrm{i} \in \mathrm{I}, \mathrm{j} \in \mathrm{I}} .
\end{aligned}
$$

Lemma 3 indicates that a much larger set, the set of cross products of all edge vectors of the control net in the direction $e_{1}$ with all edge vectors in the direction $e_{2}$, generates a cone that includes the limit normals of the patch. This raises the question, whether such a larger set is also necessary.


Fig. 3. (left) A three-direction box-spline control net. Only the top two coefficients have a non-zero $z$-component. The $(x, y)$ coordinates of all coefficients, except the top left, are evenly distributed. For simplicity, the top left coefficient is the average of the top right and $(-4,0,0)^{T}$. (right) Bézier control points (scaled by 24) corresponding to the tip of the triangular patch near $(0,0,0)$.

The choice of coefficients in Figure 3, left, shows that it is not enough to just consider the normals of the control facets.

Lemma 4. The normal of a polynomial piece $\mathbf{p}$ of a box-spline surface with averaging matrix $\Xi$ is in general not in the normal cone spanned by the control facet normals with vertices $\mathbf{p}_{\mathbf{i}}, \mathbf{i} \in \mathbf{I}$.

Proof. To certify the control net as a counterexample, we use the fact that the three-direction patch $\mathbf{p}$ can alternatively be expressed in terms of Bézier coefficients (see e.g. [6, 7] for explicit formulas). Figure 3, right, shows the Bézier coefficients near the top point $(0,0,0)$ corresponding to $\mathbf{0}$. From these it is easy to compute the normal. (Alternatively, we could have used the explicit formula for normals of Loop subdivision surfaces.) Explicitly, with "*" indicating unimportant values,

$$
\mathbf{n}(\mathbf{p}, \mathbf{0})=\left(\begin{array}{c}
-13 \\
-11 \\
5
\end{array}\right) \times\left(\begin{array}{c}
10 \\
-10 \\
4
\end{array}\right)=\left(\begin{array}{c}
6 \\
* \\
*
\end{array}\right),
$$

i.e. the normal at the tip of the triangular patch has a nonzero $x$-component, while the facet normals lie in the $x=0$ plane.

Note that the counterexample crucially depends on non-functional data.
What is the flaw in the argument that, since subdivision amounts to averaging, the limit normals are a linear combination of the initial normals? One flaw is that the normal is bilinear with respect to the action of the subdivision matrices. Hence, we should not expect to find a linear averaging scheme for the normal. Indeed the following lemma shows that, in general, no subdivision scheme exists for the normals.

Lemma 5. No linear subdivision scheme exists for the normals of the threedirection box-spline with direction matrix $\Xi$.

Proof. We perform one subdivision step using the box-spline subdivision rules (see e.g. [8]) on the data of Figure 3, left, resulting in the control net shown in Figure 4. Again, we consider the facet normals at the apex of the central triangle. It has normal direction

$$
\left(\left(\begin{array}{c}
32 \\
0 \\
-4
\end{array}\right)-\left(\begin{array}{c}
1 \\
-1 \\
-3
\end{array}\right)\right) \times\left(\left(\begin{array}{c}
16 \\
-16 \\
0
\end{array}\right)-\left(\begin{array}{c}
1 \\
-1 \\
-3
\end{array}\right)\right)=\left(\begin{array}{c}
31 \\
1 \\
-1
\end{array}\right) \times\left(\begin{array}{c}
15 \\
-15 \\
3
\end{array}\right)=\left(\begin{array}{c}
-12 \\
* \\
*
\end{array}\right) .
$$

Since the normal direction has a nonzero $x$-component, it is not in the space spanned by the facet normals of the original control mesh.

## 4 Generalizations

At least one further investigation deserves attention. Since the cross products, of all edges of the control net of one directional derivative with all edges of another, forms a cone that contains the normals of the regular part of a Loop subdivision surface [8], can a similar statement be made for the neighborhood of extraordinary points of a subdivision surface?
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Fig. 4. Coefficients (scaled by 16) of the once-refined control net.
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