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Abstract

Many important network functions (e.g., QoS provision, admission control, traffic engineering, resource management) rely on the
availability and the accuracy of network state information. It is impractical to maintain the complete state information of a large inter-
network at a single location. Large networks are often hierarchically structured, with each domain advertising its aggregated state. To
achieve scalability, a delicate tradeoff has to be made between minimizing the size and maximizing the accuracy of the aggregated state.
Given certain space limitation, inaccuracy introduced by different aggregation methods varies greatly. This paper gives a unified account
of state aggregation based on approximation curves. The existing aggregation methods are special cases in the solution space under this
model. New aggregation methods based on polynomial curves, cubic splines, and polylines are proposed, and their accuracy/space trade-
offs are studied. Extensive simulations show that these new methods approximate the network state far more accurately than the existing
ones. In particular, the polylines achieve the best accuracy/space tradeoff.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Many important network functions (e.g., QoS provi-
sion, admission control, traffic engineering, resource man-
agement) rely on the availability and the accuracy of
network state information. Take a few examples. To pro-
vide high-quality IP television, information about the
available network resources is needed to find routing paths
with sufficient bandwidth and bounded delay between two
nodes in the network. The statistical QoS provision in a
DiffServ domain requires the network state information
to implement the admission control in order to regulate
the total traffic volume of high-priority classes. The con-
struction of virtual circuits in ATM networks, the layout
of overlay networks in MPLS, and the implementation of
load balancing over multiple paths can all benefit from
0140-3664/$ - see front matter � 2006 Elsevier B.V. All rights reserved.
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the knowledge of the network state information. However,
it is impractical to maintain the complete state of a large
network. To solve the scalability problem, the current
internetworks are structured hierarchically as a collection
of domains, which may be further decomposed into subdo-
mains recursively. At each hierarchical level, the state
information can be aggregated and only the aggregated
state is advertised externally.

Although the aggregated information is imprecise, it can
be very useful [1]. For instance, the soft QoS provision in a
DiffServ domain can accommodate certain degree of
imprecision without violating the service contract. In QoS
routing, multiple candidate paths may be generated from
the imprecise aggregated state. A signaling process will
then be used to reject the unqualified paths [2]. The chance
of producing unqualified paths is directly related to how
accurate the aggregated state is. Improving the accuracy
of aggregated state is the subject of this paper.

Any state aggregation algorithm must make a tradeoff
between two conflicting objectives. First, the aggregated
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information about a domain should be as accurate as pos-
sible. The accuracy directly impacts the performance of any
network function that uses the information to make deci-
sion. Second, the size of the aggregated state should be
reduced as much as possible. After all, the whole purpose
of aggregation is to make the state information more com-
pact so that scalability can be achieved. It is normally true
that reducing information introduces imprecision. Hence
maximizing the accuracy and minimizing the size of the
aggregated state are two conflicting objectives, and a trade-
off has to be made. In addition to the above issues, the net-
work aggregation often deals with multi-dimensional state.
In this paper, we focus on two dimensions, delay and
bandwidth.

The aggregated state of a domain does not contain
detailed information about the internal structure of the
domain, but only contains information describing end-to-
end properties between border nodes [2–5]. Fig. 1 shows
a domain with two border nodes, a and b. The domain
state is collected, aggregated, and advertised periodically.
The delay and the bandwidth of each physical path from
a to b represent a point on the bandwidth–delay plane,
and the points of all physical paths from a to b define a ser-

vice staircase, which outlines the area of supported services
(the shaded area). There are up to jEj corner points on the
staircase [2], where jEj is the number of physical links in the
domain. Therefore, the worst-case space complexity for
precisely storing a staircase is O(jEj). The paths in the shad-
ed area (such as P7) are not explicitly captured by the cor-
ner points. That does not mean those paths will never be
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utilized. The staircase is updated periodically. Once the
current best paths (represented by the corner points) are
overly used, other paths will emerge as the new best paths.

A router keeps detailed information about the domain it
belongs to. The information includes the domain topology
and the link state. An example is given in Fig. 1(i). But a
router cannot afford to keep information in such details
for all other domains in a large network. One solution is
to store aggregated information about other domains.
Fig. 2(i) shows the complete topology of a network, con-
sisting of four domains, A–D. The state information stored
at router a is illustrated in (ii), which consists of detailed
state of domain A and aggregated state of domains B, C,
and D. The aggregated state of an external domain consists
of the border routers of the domain and the state between
each pair of border routers. To disseminate aggregated state
information, the border routers of the domains may calcu-
late the aggregated states of their domains periodically
and exchange the aggregated states by an OSPF-like
protocol.

We use a QoS routing example from [2] to demonstrate
how to use the state information in Fig. 2(ii). Suppose rout-
er a receives a request from a local host to find a QoS-con-
strained path to a remote host in domain D. Based its view
of the network, a computes a feasible routing path, consist-
ing of an intra-domain path and an inter-domain path. The
intra-domain path specifies a local route from the local
host to a border router. The inter-domain path specifies a
sequence of border routers of transit domains; it ends at
a border router of the destination domain. After that, a
paths (bandwidth, delay)
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routing message will be sent to traverse the border routers
of the inter-domain path. When a border router receives
the routing message, it computes the path segment within
its domain to the next border router. If such a path seg-
ment cannot be found without violating the QoS con-
straints, crankback [6] is performed to choose an
alternative path. For more details, readers are referred to
[2,7].

Now the question is how to represent the aggregate
state of a domain in a compact form. More specifically,
how to represent the state between any pair of border
routers of the domain? If we directly use the staircase
shown in Fig. 1(iii), the worst-case storage overhead will
be too high [2,5]. The past research mainly aimed at
reducing the service staircase in order to fit it in a fixed
amount of memory, whose size is independent of the
internal complexity of the domain. The known approach-
es approximate the staircase by a single point [3,4], a line
segment [2], or based on the deviation from a reference
point [5], which are all insufficient for achieving high
accuracy.

In this paper, we study how to aggregate the state infor-
mation of large network domains by using service approx-
imation curves. The existing approaches are special cases in
the solution space under our model. We propose three new
non-linear approximation curves, polynomial curves, piece-
wise cubic splines, and polylines, which approximate a ser-
vice staircase with far better accuracy. With a tunable
parameter, these approximation curves allow the system
designers to make tradeoff between aggregation accuracy
and space overhead. We present the algorithms for calcu-
lating the new curves and analyze the complexities of the
algorithms. We describe how to aggregate a large domain
topology to a logical mesh, star, or star-by-pass topology
when the proposed approximation curves are used to rep-
resent the network state between border routers. We com-
pare our new aggregation methods with the existing ones
by extensive simulations, which demonstrate that the new
methods significantly improve the accuracy of aggregated
state. In particular, given the same amount of memory
space, polylines produce the most accurate aggregated state
among all approaches that we compare.
It should be noted that there are two sources of inaccu-
racy in the network state information stored at a router.
One source comes from periodic state advertisement. The
larger the advertisement period, the larger the inaccuracy.
The other source comes from state aggregation, which is
what this paper studies. These two sources of inaccuracy
are orthogonal. This paper exclusively focuses on develop-
ing better aggregation methods, which approximate any
given network state with certain accuracy. It does not con-
sider the issue of advertisement period.

The rest of the paper is organized as follows. Section 2
discusses the related work. Section 3 gives the network
model. Section 4 proposes the new approximation curves.
Section 5 discusses how to aggregate a large domain topol-
ogy. Section 6 presents the simulation results. Section 7
draws the conclusion.

2. Related work

The problem of aggregating network state with one
dimension (e.g., delay or bandwidth) is well studied [8,9].
The focus of this paper is the aggregation of multi-dimen-
sional state (delay and bandwidth), which is a much harder
problem [10–12].

The research of aggregating the state of a bandwidth–
delay sensitive domain can be traced back to [3], where
Lee transforms the domain to a spanning tree among bor-
der nodes. The spanning tree provides a distortion-free
aggregation for bandwidth, but not for delay, for which
significant errors may be introduced. Iwata et al. [4] pro-
pose an aggregation approach for a network with six state
parameters. Linear programming is used to minimize the
distortion. Based on a specific preference order among
the state parameters, one path can be selected as the ‘‘best’’
among all paths between a pair of border routers. In [4],
the state of the ‘‘best’’ path represents the state of all paths
between the two border routers. Essentially one point on
the bandwidth–delay plane is used to represent the service
staircase.

Korkmaz and Krunz [5] approximate the bandwidth–
delay staircase by three values: the minimum delay min_d,
the maximum bandwidth max_b, and the smallest stretch
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factor min_s of all paths between two border nodes. The
stretch factor of a path measures how much the delay
(bandwidth) of the path deviates from the best delay (band-
width) of all paths. It defines a hyperbola curve that resides
below the staircase (Fig. 3). The supported services consist
of all points whose delay values are larger than min_d,
whose bandwidth values are smaller than max_b, and
whose stretch factors are smaller than min_s. Although this
approach achieves much better approximation than a
point, the distortion can still be high [2], especially when
the general shape of the staircase is convex.

Lui et al. [2] choose a line segment to approximate the
staircase. The line segment representation is integrated with
Dijkstra’s algorithm (DA) and the centralized bandwidth–
delay routing algorithm (CBDRA) [13,14]. The line
segment is determined by the least square method that min-
imizes the summation of the squares of the distances from
the corner points on the staircase to the line. Simulations
show that line segments work better than stretch factors
on average. However, it is obvious that a straight line does
not approximate a staircase well in general (Fig. 3).

One might think that the approximation curve should
completely lie within the supported-services area in order
to avoid accepting unsupportable requests. This is in fact
not necessary. On one hand, such a conservative curve
may reject many supportable requests. On the other hand,
for soft QoS provision, a request close to the supported
area is acceptable; for hard QoS provision, the admission
control may use an additional signaling process to verify
whether a chosen path can satisfy the requirements or
not [2].

3. Network model

A network is modeled as a set of domains that connect
with each other through border routers. A domain is mod-
eled as ÆV,B,Eæ, where V is a set of routers, B (�V) is a set
of border routers, and E is a set of links connecting the rou-
ters. Let ja,b denote the service staircase for a pair of bor-
der routers, a and b. ja,b is a function of bandwidth,
specifying the minimum delay that can be achieved
between the routers for any given bandwidth value. When
the discussion involves no other router pairs, we will drop
the subscript and simply use j. The convex corner points
of the staircase j are called representatives, which uniquely
define the shape of j.

The most accurate way of keeping the state informa-
tion between two border nodes is to store the set of rep-
resentatives. However, the number of representatives can
be as large as jEj [2]. Approximation is necessary to
reduce the overhead of advertising the state information
and storing it in routers of other domains. The task is
to identify a service approximation curve j* that is close
to the staircase j but take less space to store. There can
be many different types of approximation curves. Each
will have a different symbol replacing the superscript
‘‘*’’. Improving accuracy and reducing space are two con-
flicting objectives in the selection of approximation curve.
Better accuracy normally requires more space. Regardless
how large the domain is, our goal is to limit the space
requirement for storing j* to O(1), while minimizing the
difference between the approximation curve and the ser-
vice staircase.

Before presenting our approximation methods, we use an
example to show how the approximation curves may be
used. Refer back to Fig. 2(ii). Suppose router a knows the
detailed state information of its own domain and the aggre-
gated state of external domains. The aggregated state is
computed by and propagated from the border routers of
external domains. The aggregated state of an external
domain is defined as follow. It contains only the border rou-
ters of the domain and one logical link for each pair of bor-
der routers. Other logical topologies for the aggregated
state will be discussed in Section 5. A service approximation
curve j* is associated with each logical link. It is a non-de-
creasing function on the bandwidth–delay plane. For an
arbitrary bandwidth value w, j*(w) gives the minimum
delay that can be achieved by a path with bandwidth w

between the two border routers. Now suppose router a

receives a request to find a routing path from a local host
to a remote host in domain D, such that the bandwidth of
the path is no less than wreq and the delay of the path is
no more than dreq. Based on its knowledge about the
network, router a finds a candidate path by the following
algorithm.

Step 1. Assign a delay value j*(wreq) to each logical link,
where j* is the approximation curve of the link.

Step 2. Remove all physical links whose bandwidths are
smaller than wreq and all logical links whose
assigned delays are infinite.

Step 3. Find the minimum-delay path in the residual graph
by Dijkstra’s algorithm and send a routing message
along the path. As we have discussed in Section 1,
when receiving the routing message, the border
router of an external domain will attempt to fill in
the path segment in that domain. As it travels,
the routing message will verify if the bandwidth
and delay requirements can be met along the path.
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4. Service approximation curves

We first define the metric of area distance, which is used
to evaluate the accuracy achieved by a service approxima-
tion curve. We then present three new approximation
curves.

4.1. Area distance

We use Fig. 4 to illustrate the distortion caused by an
approximation curve j*. Any service request (wreq,dreq)
can be supported if it is above the staircase j. Now suppose
we make decision based on j* instead of j. A request
(wreq,dreq) above the approximation curve j* but below
the staircase in region II will be accepted. It is however
not supported by any physical path because it is not in
the region of the supported services above the staircase.
On the other hand, a request (wreq,dreq) above the staircase
but below the approximation curve j* in region III can be
supported in reality, but is rejected. Region II consists of
all over-estimated services, and region III consists of all
under-estimated services. Therefore, It is natural to use
the sizes of these regions to judge the quality of approxima-
tion by j*.

Given a service curve j and an approximation curve j*,
the positive area distance, D+(j,j*), measures the total size
of regions of over-estimated services. The negative area dis-

tance, D�(j,j*), measures the total size of regions of under-
estimated services.

Dþðj; j�Þ ¼
Z wh

wl

maxðjðwÞ � j�ðwÞ; 0Þ dw

D�ðj; j�Þ ¼
Z wh

wl

maxðj�ðwÞ � jðwÞ; 0Þ dw

[wl . . .wh] is the bandwidth range where j and j* differ. The
area distance, D(j,j*), measures the total size of regions of
both over-estimated services and under-estimated services.

Dðj; j�Þ ¼ Dþðj; j�Þ þ D�ðj; j�Þ

¼
Z wh

wl
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D(j,j*) is a good indicator of the overall distortion
introduced by an approximation curve. On the other
hand, if a conservative system design requires that most
accepted requests must receive the desired QoS, then j*

should be selected to minimize D+(j,j*). If an aggressive
system design requires most supportable services must be
accepted, then j* should be selected to minimize
D�(j,j*).

Our goal is to find the appropriate approximation
curves so that D+(j,j*), D�(j,j*), and/or D(j,j*) are min-
imized without incurring too much overhead. In the fol-
lowing, polynomial curves, cubic splines, and polylines, are
introduced.
4.2. Approximation by polynomial curve

Referring to Fig. 4, let the first representative of the
staircase j be (wl,dl), which is the convex corner with the
smallest bandwidth. Let the last representative be (wh,dh),
which is the convex corner with the largest bandwidth.
Our first approximation method uses a polynomial
function

jpcðwÞ ¼

dl ; w 6 wl

Pn
i¼0

aiwi ; wl < w 6 wh

1 ; w > wh

8>>><
>>>:

ð1Þ

where, a0, a1, . . .,an are coefficients, which determine the
shape of the polynomial curve. The line segment in [2] is
a special case of polynomial curves with n = 1. The value
of n determines the quality of the approximation. A larger
n means a better resolution and additional space overhead
as well. On the other hand, n does not have to be too large.
In our simulations, n = 4 works considerably better than
n = 1. As n increases further, the rate of accuracy improve-
ment slows down.

For a general staircase function, it is difficult to deter-
mine the optimal values for a0, a1, . . .,an such that D(j,jpc)
is minimized. The intuition is that we want the approxima-
tion curve to be close to the staircase, i.e., the distance
between their corresponding points (with the same band-
width value) should be minimized. Based on this observa-
tion, we use the least square method to find the
coefficients a0, a1, . . .,an. Given m data points
(w1,d1), . . ., (wm,dm) on the staircase, the least square
method tries to minimize the following cost function

/ða0; a1; . . . ; anÞ ¼
Xm

i¼1

ðdi � jpcðwiÞÞ2

¼
Xm

i¼1

ðdi �
Xn

j¼0

ajw
j
iÞ

2

To minimize /(a0,a1, . . .,an), the coefficients a0, a1, . . .,an

must yield zero first derivatives. Hence, we have the follow-
ing linear equations.
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o/
oa0

¼� 2
Xm

i¼1

w0
i ðdi �

Xn

j¼0

ajw
j
iÞ ¼ 0

o/
oa1

¼� 2
Xm

i¼1

w1
i ðdi �

Xn

j¼0

ajw
j
iÞ ¼ 0

. . . . . . . . .

o/
oan
¼� 2

Xm

i¼1

wn
i ðdi �

Xn

j¼0

ajw
j
iÞ ¼ 0

The values of a0, a1, . . .,an can be calculated by solving the
above linear equations.

The m data points we used in the least square method do
not have to be the corner points of the staircase. They
should be selected from the service staircase evenly between
wl and wh. When m is chosen to be n, the resulting polyno-
mial will pass every selected data point. For a larger m, the
polynomial cannot pass every data point but will minimize
the summation of the squares of the distances from the
data points to the polynomial curve. In general, a larger
m allows the polynomial curve to fit the staircase better
as more information about the shape of the staircase is pro-
vided in the calculation. But a larger m also means more
computation overhead.

To approximate a different service curve other than a
staircase, we simply apply the same algorithm on the m

data points taken from that curve.
The space needed for storing jpc is n + 5 float numbers,

with n + 1 floats for the coefficients and four floats for wl,
dl, wh, and dh. The time complexity for solving the linear
equations is O(nm + n3). It is higher than O(m) for generat-
ing the line segment [2] or calculating the stretch factor [5].
Nevertheless, it is not significant overhead because n does
not have to be large. In addition, it takes far more time,
O(jEj2 + jEiVjlogjVj) [2], to compute the representatives
before approximation can be performed. The overhead
for calculating representatives is common to all approaches
and far larger than the approximation overhead.

4.3. Approximation by cubic spline

Our second approximation method uses a cubic spline
jcs, which approximates the service staircase j segment
by segment with piecewise polynomial functions. We make
a brief description of cubic spline below. Details about
curve fitting by spline functions can be found in [15].

Let wl = k0 < k1 < . . . < kn = wh be an even partition of
the interval [wl,wh]. Take two additional values with the
same spacing on both sides of the interval: k�2 and k�1

smaller than wl; kn+1 and kn+2 greater than wh. A series
of cubic spline basis functions are defined. For 0 6 j 6 n,

BjðwÞ ¼ ðkjþ2 � kj�2Þ
X2

s¼�2

ðkjþs � wÞ3þQ2
k¼�2;k 6¼s

ðkjþs � kjþkÞ
ð2Þ

where (x)+ equals x if x P 0, and 0 otherwise.
The cubic spline jcs(w) is a linear combination of Bj(w).

jcsðwÞ ¼

dl ; w 6 wlPn
j¼0

ajBjðwÞ ; wl < w 6 wh

1 ; w > wh

8>><
>>:

where a0, a1, . . .,an are coefficients, which determine the
shape of the cubic spline. The cubic spline consists of piece-
wise polynomials that capture the local subtlety of the ser-
vice staircase. The more the number of coefficients, the
better the approximation.

Similar to the previous subsection, we use the least
square method to find the coefficients that minimizes the
square error defined below.

/ða0; a1; . . . ; anÞ ¼
Xm

i¼0

ðdi � jcsðwiÞÞ2

where (w1,d1), . . ., (wm,dm) are m data points selected from
the service staircase evenly between wl and wh.
m P n + 1. To minimize /(a0,a1, . . .,an), the coefficients
a0,a1, . . ., an must yield zero first derivatives, which leads
to (n + 1) linear equations.

o/
oa0

¼� 2
Xm

i¼1

B0ðwiÞðdi �
Xn

j¼0

ajBjðwiÞÞ ¼ 0

o/
oa1

¼� 2
Xm

i¼1

B1ðwiÞðdi �
Xn

j¼0

ajBjðwiÞÞ ¼ 0

. . . . . . . . .

o/
oan
¼� 2

Xm

i¼1

BnðwiÞðdi �
Xn

j¼0

ajBjðwiÞÞ ¼ 0

The values of a0, a1, . . .,an can be calculated by solving the
linear equations.

The space needed for storing kcs is n + 5 float numbers,
with n + 1 floats for the coefficients and four floats for wl,
dl, wh, and dh. The minimal value for n is one. The time
complexity for solving the linear equations is O(nm + n3),
which is the same as that of polynomial-curve approxima-
tion. The above method can also approximate any service
curve other than staircase simply by taking the m data
points from that curve.

4.4. Approximation by polyline

Although a cubic spline approximates the local trend of
a staircase very well, it has a weakness. Like a polynomial
curve, a cubic spline incurs heavier distortion near the cor-
ner points as it uses a continuous curve to approximate the
discrete steps (Fig. 4).

The corner points contain more information than the
other points on the staircase because they determine the
shape of the staircase. Furthermore, some corner points
are more important than others. For example, there are
eight corner points in Fig. 5. Points P1, P5, and P8 are more
important than the other five because they control the
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global shape of the staircase. Hence, we can approximate
the staircase by only keeping the most important corner
points. In Fig. 5, we may keep only P1, P5, and P8, and
use a polyline jpl connecting them to approximate the ser-
vice staircase.

Now the problem is to determine which corner points
are more important than the others. Suppose we are
allowed to choose only n 0 corner points due to a space lim-
itation. We would like to choose such n 0 points that mini-
mize D(j,jpl). Suppose there are q corner points in total.
The number of different combinations of n 0 points is Cn0

q .
It takes O(q) time to compute D(j,jpl) for each combina-
tion. Therefore, a brute-force algorithm will take OðqCn0

q Þ
time to find the best n 0 points. In the following, we describe
a heuristic algorithm with a time complexity of O(n 0q).

Given a set of q corner points on the staircase,
{P1, . . .,Pq}. Initially, the approximation polyline jpl is a
line segment connecting P1 and Pq, denoted as P1–Pq.
Compute the distances from all other corner points to the
polyline, and find the corner point Px with the maximum
distance to P1–Pq. Then insert Px into the polyline, which
becomes P1–Px–Pq. Repeat the above process until the
polyline contains n 0 corner points.

The space needed for storing jpl is 2n 0 float numbers,
two for each selected corner point. According to our simu-
lations, a small value for n 0 is sufficient to achieve a good
approximation. To approximate an arbitrary service curve,
the next point to be inserted into the polyline does not have
a

b

(i) Mesh Topology

a

b

(ii) Star Top

u

Fig. 6. The physical topology is first transformed to a mesh topology among th
to a star-with-bypass topology. A physical link is represented by a dotted line, a
a white circle, and an internal router is represented by a black circle. A doubl
to be a corner point. It is the point that has the maximum
distance from the polyline.
5. Aggregating domain state

Traditionally the aggregation process [2,5] is to trans-
form the domain topology to a mesh topology and, if nec-
essary, further transform the mesh to a star and then to a
star-with-bypass topology, as illustrated in Fig. 6. Different
aggregation methods do not vary on the overall process but
instead on how the topology transformation is performed
for a given type of approximation curves, such as stretch
factor in [5] or line segment in [2]. This section describes
the transformation process when the approximation curves
in Section 4 are used.

5.1. Mesh topology

The first step is to transform the domain topology to a
mesh topology, consisting of all border routers and a ser-
vice approximation curve for each pair of border routers.
Note that the pair is ordered. (a,b) and (b,a) are two differ-
ent pairs. For the clarity, we only draw two internal routers
in Fig. 6(i). Aggregation however should only be done on
large domains with many internal routers and complex
intra-domain topologies. The transformation of a physical
topology takes two steps.

• The first step is to find the service staircase for each pair
of border routers, (a,b). We must find all convex corner
points (called representatives) of the staircase, which can
be achieved by iteratively executing Dijkstra’s algorithm
for every link bandwidth value. We first sort the links in
the domain by descending bandwidths. Let the largest
bandwidth be wmax. We find the smallest delay dmax_w

from a to b in a graph that consists of only links of
bandwidth wmax. (wmax,dmax_w) is a representative that
has the largest bandwidth. We then insert the links of
the next largest bandwidth value (w 0) and find the small-
est delay d 0. If d 0 < dmax_w, (d 0,w 0) is another representa-
tive. The process ends after the smallest delays for all
ology

a

b

(iii) Star-with-Bypass Topology

u
bypass

e border routers, then to a star topology with a logical nucleus, and finally
logical link is represented by a solid line, a border router is represented by

e-arrow link means two logical links in opposite directions.
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bandwidth values are identified. In fact, the representa-
tives from a to all other border routers can be calculated
together by the nature of Dijkstra’s algorithm. Since
there are at most jEj different bandwidth values,
Dijkstra’s algorithm will be executed at most jEj times.
Then, the total running time of finding the representa-
tives from one border router to all other border routers
is O(jEj2 + jEiVjlogjVj). Because there are jBj border
nodes, the total running time for finding all representa-
tives is O(jBiEj2 + jBiEiVjlogjVj).

• The second step is to compute an approximation curve
for each staircase, which has been discussed in Section
4. The aggregated domain state has one logical link
per border pair and the state of the logical link is repre-
sented by the approximation curve. This aggregated
domain state will be advertised by the border routers
to the rest of the network.

The mesh topology has jBj(jBj � 1) logical links. The
state of a link (a,b), "a,b 2 B,a„b, is a service approxima-
tion curve, denoted as j�a;b, where * is pc, cs, or pl (for poly-
nomial curve, cubic spline, or polyline), depending on
which type of approximation curves are used.
•

5.2. Star topology

The mesh topology has O(jBj2) logical links. For a
domain with many border routers, further aggregation
may be needed [16]. By transforming it to a star topolo-
gy, we can reduce the number of logical links to 2jBj, as
illustrated in Fig. 6(ii). A logical nucleus node, denoted
as u, is introduced as the center of the start topology.
For any border router a 2 B, there are two logical links,
(a,u) and (u,a), whose service curves are defined as
follows:

ja;u ¼
1

2ðjBj � 1Þ
X

b2B; b6¼a

j�a;b

ju;a ¼
1

2ðjBj � 1Þ
X

b2B; b6¼a

j�b;a ð3Þ

Use ja,u as an example. It is a function representing a curve
on the bandwidth–delay plane. We approximate ja,u by
another function j�a;u so that it can stored in a fixed amount
of space. The approximation is done by using the same
techniques developed in Section 4. Note that * can be pc,
cs, or pl. We discuss these cases separately.
• Case 1:* = pc. First (3) becomes

ja;u ¼
1

2ðjBj � 1Þ
X

b2B; b6¼a

jpc
a;b

jpc
a;b is defined by (1) and is associated with two data points

(wl,dl) and (wh,dh). Let min_wl = minb2B, b„a{wl} and
max_wh = maxb2B, b „a{wh}. From (1), we can determine
the value of ja,u(w) for w 6 min_wl and w > max_wh
ja;uðwÞ ¼

1
2ðjBj�1Þ

P
b2B; b6¼a

jpc
a;bðmin wlÞ ; w 6 min wl

P
b2B; b6¼a

jpc
a;bðwÞ ; min wl < w 6 max wh

1 ; w > max wh

8>>>><
>>>>:

ð4Þ

Define the approximation curve as follows:
jpc
a;uðwÞ ¼

1
2ðjBj�1Þ

P
b2B; b6¼a

jpc
a;bðmin wlÞ ; w 6 min wl

Pn
i¼0

aiwi ; min wl < w 6 max wh

1 ; w > max wh

8>>>>><
>>>>>:

To determine the coefficients, a0, a1, . . ., an, we take a num-
ber of data points from ja,u, which are (w1,d1),
(w2,d2), . . ., (wm,dm), calculated from (4) with min_wl =
w1 < w2 < . . . < wm = max_wh. After that, the process of
computing the coefficients based on the data points is iden-
tical to that of Section 4.2.

Case 2: * = cs. The process of calculating jcs
a;u is very sim-

ilar to the above approach of calculating jpc
a;u, except that

cubic spline is used in place of polynomial curve.
Case 3: * = pl. The process of finding a polyline jpl

a;u

is identical to that of Section 4.4, except that the points
that are inserted into the polyline do not have to be selected
from the corner points. At each iteration, the point that has
the greatest distance to the polyline is selected.
5.3. Star-with-bypass topology

We want the star topology to carry similar state infor-
mation as the mesh topology. Namely, for a mesh link
(a,b), j�a;b � j�a;u þ j�u;b which means the area distance
between the left side and the right side should not be too
big. When the area distance is big for some mesh links,
we add those mesh links (with their approximation curves)
as bypasses to the star topology. An example is given in
Fig. 6(iii). Following [2,5], in our simulations we always
add jBj bypass links between border-router pairs that have
the largest distortion between the mesh topology and the
star topology.
6. Simulation results

We use simulations to evaluate the accuracy of aggregat-
ed domain state when different approaches are used to
approximate the state between border routers. We imple-
ment the new approaches of polynomial curve (PC), cubic

spline (CS), and polyline (PL), together with the existing
approaches of line segment (LS) [2], Korkmaz–Krunz
(KK) [5], best point (BP) and worst point (WP). The domain
topology will either be aggregated to a mesh or a star-with-
bypass.
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Refer to Fig. 4. The best point (BP) approach uses one
point, composed of the best (largest) bandwidth wh and
the best (smallest) delay dl of all representatives of a stair-
case. The worst point (WP) approach also uses one point,
composed of the best bandwidth wh and the worst delay
dh of all representatives. Their approximation curves are
defined as follows:

jbpðwÞ ¼
dl ; w 6 wh

1 ; w > wh

�

jwpðwÞ ¼
dh ; w 6 wh

1 ; w > wh

�

What’s unique about BP is that it is the most aggressive ap-
proach in state aggregation: its positive area distance
D+(j,jbp) is the largest among all approaches under com-
parison, and its negative area distance D�(j,jbp) is the
smallest (zero). On the other hand, WP is the most conser-
vative approach: its positive area distance D+(j,jwp) is
zero, and its negative area distance D�(j, jwp) is the largest
among all approaches mentioned above. Therefore, BP and
WP are suitable as benchmarks in comparison.

The approximation curves of PC, CS, PL, LS, and KK
are denoted as jpc, jcs, jpl, jls, and jkk, respectively. We
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Fig. 7. Comparing aggregation accuracy of different approximation approache
PL outperform LS and KK. PL is the best.
define three performance metrics for comparison in our
simulations. For j* 2 {jpc,jcs,jpl,jls,jkk},

relative PAD of j� ¼ Dþðj; j�Þ
Dþðj; jbpÞ

relative NAD of j� ¼ D�ðj; j�Þ
D�ðj; jwpÞ

relative AD of j� ¼ Dðj; j�Þ
Dðj; jbpÞ

where PAD, NAD, and AD are abbreviations for positive
area distance, negative area distance, and area distance,
respectively (Section 4.1). These performance metrics mea-
sure the aggregation accuracy that an approximation ap-
proach can achieve after a domain topology is aggregated
to a mesh or star-with-bypass topology. For example, if
the relative PAD of an approximation approach is 0.5, it
means that the size of mistakenly included regions of
unsupported services is 50% of the size caused by BP. If
the relative NAD is 0.5, it means that the size of mistakenly
excluded regions of supported services is 50% of the size
caused by WP. If the relative AD is 0.5, it means that the
combined size of mistakenly classified service regions is
50% of the size caused by BP. In short, an approximation
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approach achieves better accuracy if its relative PAD/
NAD/AD are smaller.

The domain topologies are randomly generated based
on the Waxman model [17], which has been widely used
to model intranet topologies. More specifically, the topolo-
gy of each domain is created as follows: the routers are ran-
domly placed in a one-by-one square, and the probability
of creating a link between router u and router v is

pðu; vÞ / e�dðu;vÞ=bL

where d(u,v) is the distance between u and v, b = 0.6, and L

is the maximum distance between any two routers. The
average node degree is 4. The other simulation parameters
are: The number of routers in each domain is selected be-
tween 50 and 250. There are five border routers. The delays
(bandwidths) of the physical links are randomly generated,
following an exponential distribution with an average of
100 units. For delay, a unit may represent certain number
of millisecond; for bandwidth, a unit may represent certain
number of kilobytes (per second).

Each data point is the average of 100 simulation runs,
with independently generated domain topologies and link
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Fig. 8. Comparing aggregation accuracy of different approximation approach
PC, CS, and PL outperform LS and KK. PL is the best.
states. More specifically, after a domain is generated, for
each pair of border routers, we compute the service stair-
case. Then different approximation curves are used to
approximate the staircase, and their relative PAD, NAD,
and AD are calculated. After the above process is repeated
on 100 different domains, we take the average results.
6.1. Comparing different approximation approaches

We compare the aggregation accuracy achieved by dif-
ferent approximation approaches after a domain topology
is transformed to a mesh or a star-with-bypass topology.
The simulation results show that the proposed PC, CS,
and PL work better than the existing KK and LS. PL per-
forms best.

Fig. 7 shows the aggregation accuracy after a domain
topology is transformed to a mesh topology among border
routers. The horizontal axis is the domain size. The top
plots present the relative PAD values and the relative
NAD values of various approximation approaches. The
bottom plot presents the relative AD values. The simula-
tion results show that PC, CS, and PL outperform LS
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and KK. The performance of PC and CS is comparable.
PL is the best among all. Its size of misclassified service
regions is roughly one fourth that of LS. KK has signifi-
cant PAD (positive area distance), about 70% that of BP.
By the nature of its design, the NAD (negative area dis-
tance) of KK is always zero (Fig. 3).

Fig. 8 shows the aggregation accuracy after a domain
topology is transformed to a star-with-bypass topology.
Similar results are observed although the improvement is
less significant than that for the mesh topology. The reason
is that the aggregation process of transforming a mesh to a
star takes the average of the approximation curves of dif-
ferent router pairs. This process introduces extra distor-
tion, which has relatively more impact on the
approximation approaches that achieve better accuracy in
the mesh topology. PL remains to be the best, considerably
outperforming other approaches.

The space requirements of KK and LS are fixed, three
float numbers for KK and 4 for LS. The minimum space
requirements for PC, CS, and PL are 6, 7, and 4, respectively.
In this simulation they all use eight float numbers. One
might argue that, although PL outperforms LS, it is an
‘‘unfair’’ comparison because PL uses more space. LS is
a special case of PL. If PL also uses four floats, it becomes
 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 6  8  10  12  14

re
la

tiv
e 

PA
D

number of floats

PC
CS
PL

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 6  8

re
la

tiv
e 

A
D

nu

Fig. 9. Accuracy/space trad
LS. The design of PL, as well as PC and CS, provides the
flexility of making tradeoff between accuracy and space.
The point is that better accuracy is not achieved for free.
The cost is more space. Our new approximation approach-
es provide the system designers with more choices. If accu-
racy is considered to be very important and some
additional space can be offered, we show that trading space
for accuracy is possible. Furthermore, Not all higher-order
approximation curves work equally well. PL is the best
choice.

6.2. Space/accuracy tradeoff by PC, CS, and PL

Fig. 9 compares PC, CS, and PL for accuracy/space
tradeoff when a domain topology is aggregated to a mesh
topology. The horizontal axis is the space (number of
floats) used to store an approximation curve. The top plots
compare the relative PAD values and the relative NAD
values of different approximation approaches. The bottom
plot compares the relative AD values. Because the minimal
space requirement of CS is 7, there is no data point for
CS when the number of floats is 6. PC, CS, and PL all
achieve better approximation accuracy when the space
increases. PC and CS are comparable. PL achieves the best
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accuracy/space tradeoff. When the space is relatively small
(6–10), the rate of improvement by PL is large. When the
space increases further, the rate of improvement becomes
less and less significant. Therefore, the ideal space require-
ment for PL is around 10 floats.

Fig. 10 compares the accuracy/space tradeoff when a
domain topology is aggregated to a star-with-bypass topol-
ogy. Again, PC and CS are comparable. PL performs the
best.

7. Conclusion

This paper studies how to aggregate the state informa-
tion of large network domains by using service approxima-
tion curves. We propose new approximation curves that
outperform the existing ones. We describe the algorithms
for calculating these curves and analyze the time/space
complexities of the algorithms. The new curves capture
the global shape of the staircase, as well as the local subtle-
ty, depending on the space used to store the curves. Better
accuracy can be achieved with larger space. We discuss
how to aggregate a domain topology to a logical
mesh, star, or star-with-bypass topology when the new
approximation curves are used. We compare the proposed
approximation approaches with the existing ones by exten-
sive simulations. The results show that polynomial curves,
cubic splines, and polylines significantly outperform Kork-
maz–Krunz curves and line segments. Polylines are the best
among all. In the future work, we will extend the proposed
methods to aggregate network state of higher dimensions
with other parameters than delay and bandwidth. Exam-
ples are delay jitter and cost.
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