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Abstract—Bloom filters have been extensively applied in many network functions. Their performance is judged by three criteria: query

overhead, space requirement, and false positive ratio. Due to wide applicability, any improvement to the performance of Bloom filters

can potentially have a broad impact in many areas of networking research. In this paper, we study Bloom-1, a data structure that

performs membership check in one memory access, which compares favorably with the k memory accesses of a standard Bloom filter.

We also generalize Bloom-1 to Bloom-g and Bloom-�, allowing performance tradeoff between membership query overhead and false

positive ratio. We thoroughly examine the variants in this family of filters, and show that they can be configured to outperform the

Bloom filters with a smaller number of memory accesses, a smaller or equal number of hash bits, and a smaller or comparable false

positive ratio in practical scenarios. We also perform experiments based on a real traffic trace to support our filter design.

Index Terms—Bloom filter, memory access, false positive, hash requirement

Ç

1 INTRODUCTION

BLOOM filters are compact data structures for high-speed
online membership check against large data sets [2], [3].

They have wide applications [4] in routing-table lookup [5],
[6], [7], online traffic measurement [8], [9], peer-to-peer
systems [10], [11], cooperative caching [12], firewall design
[13], intrusion detection [14], bioinformatics [15], database
query processing [16], [17], stream computing [18], and
distributed storage systems [19]. Many network functions
require membership check. A firewall may be configured
with a large watch list of addresses that are collected by an
intrusion detection system. If the requirement is to log all
packets from those addresses, the firewall must check each
arrival packet to see if the source address is a member of the
list. Another example is routing-table lookup. The lengths of
the prefixes in a routing table range from 8 to 32. A router
can extract 25 prefixes of different lengths from the
destination address of an incoming packet, and it needs to
determine which prefixes are in the routing tables [5]. Some
traffic measurement functions require the router to collect
the flow labels [9], [20], such as source/destination address
pairs or address/port tuples that identify TCP flows. Each
flow label should be collected only once. When a new
packet arrives, the router must check whether the flow label
extracted from the packet belongs to the set that has already
been collected before. As a last example for the membership
check problem, we consider the context-based access control
(CBAC) function in Cisco routers [21]. When a router
receives a packet, it may want to first determine whether the
addresses/ports in the packet have a matching entry in the
CBAC table before performing the CBAC lookup.

In all of the previous examples, we face the same

fundamental problem: For a large data set, which may be an

address list, an address prefix table, a flow label set, a

CBAC table, or other types of data, we want to check
whether a given element belongs to this set or not. If there is
no performance requirement, this problem can be easily
solved using textbook data structures such as binary search
[22] (which stores the set in a sorted array and uses binary
search for membership check), or a traditional hash table
[23] (which uses linked lists to resolve hash collision).
However, these approaches are inadequate if there are
stringent speed and memory requirements.

Modern high-end routers and firewalls implement their
per-packet operations mostly in hardware. They are able to
forward each packet in a couple of clock cycles. To keep up
with such high throughput, many network functions that
involve per-packet processing also have to be implemented
in hardware. However, they cannot store the data structures
for membership check in DRAM because the bandwidth
and delay of DRAM access cannot match the packet
throughput at the line speed. Consequently, the recent
research trend is to implement membership check in the
high-speed on-die cache memory, which is typically SRAM.
The SRAM is, however, small and must be shared among
many online functions. This prevents us from storing a
large data set directly in the form of a sorted array or a hash
table. A Bloom filter [2] is a bit array that encodes the
membership of data elements in a set. Each member in the
set is hashed to k bits in the array at random locations, and
these bits are set to ones. To query for the membership of a
given element, we also hash it to k bits in the array and see
if these bits are all ones.

The performance of the Bloom filter and its many variants
is judged based on three criteria: The first one is the query
overhead, including the number of memory accesses and the
number of hash operations for each membership query. The
overhead limits the highest throughput that the filter can
support. Because both SRAM and the hash function circuit
may be shared among different network functions, it is
important for them to minimize their query overhead to
achieve good system performance. In the rest of the paper,
when we refer to overhead, we always mean the query
overhead. The second performance criterion is the space
requirement. Minimizing the space requirement to encode
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each member allows a network function to fit a large set in
the limited SRAM space for membership check. The third
criterion is the false positive ratio. A Bloom filter may
mistakenly claim a nonmember to be a member due to its
lossy encoding method. There is a tradeoff between the
space requirement and the false positive ratio. We can
reduce the latter by allocating more memory.

Given the fact that Bloom filters have been applied so
extensively in the network research, any improvement to
their performance can potentially have a broad impact. In this
paper, we study a data structure, called Bloom-1, which makes
just one memory access to perform membership check,
comparing with kð> 1Þ memory accesses of the standard
Bloom filter. We point out that, due to its high overhead, the
traditional Bloom filter is not practical when the optimal
value of k is used to achieve a low false positive ratio. We
generalize Bloom-1 to Bloom-g, which allows g memory
accesses. We show that they can achieve the low false positive
ratio of the Bloom filter with optimal k, without incurring the
same kind of high overhead. We further generalize Bloom-1
to Bloom-�, which achieves better false positive ratio with
small increase in overhead. We perform a thorough analysis
to reveal the properties of this family of filters. We discuss
how they can be applied for static or dynamic data sets. We
also conduct experiments based on a real traffic trace to study
the performance of the new filters.

The rest of the paper is organized as follows: Section 2
presents the Bloom-1 filter that makes one memory access per
membership query. Section 3 generalizes Bloom-1 to Bloom-
g, which allows more than one memory access. Section 4
presents another generalization of Bloom-1, reducing false
positive ratio considerably with a slight increase in memory
access overhead. Section 5 draws the conclusion. The related
work [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36],
[37], [38], [39], [40], [41], [42], [43], [44] and the experimental
results can be found in the supplemental file, which can be
found on the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TPDS.2013.46.

2 BLOOM-1: ONE MEMORY ACCESS BLOOM

FILTER

2.1 Bloom Filter

A Bloom filter is a space-efficient data structure for
membership check. It includes an array B of m bits, which
are initialized to zeros. The array stores the membership
information of a set as follows: Each member e of the set is
mapped to k bits that are randomly selected from B through
k different hash functions, HiðeÞ, 1 � i � k, whose range is
½0;m� 1Þ. Some lightweight hash functions used in Bloom
filters can be found in [24], [25]. To encode the membership
information of e, the bits, B½H1ðeÞ�; . . . , B½HkðeÞ�, are set to
ones. These are called the membership bits in B for the
element e. Some frequently used notations in this paper can
be found in Table 1.

To check the membership of an arbitrary element e0, if
the k bits, B½Hiðe0Þ�, 1 � i � k, are all ones, e0 is considered
to be a member of the set. Otherwise, it is not a member.

We can treat the k hash functions logically as a single
one that produces k log2 m hash bits. For example, suppose

m is 220, k ¼ 3, and a hash routine outputs 64 bits. We can
extract three 20-bit segments from the first 60 bits of a single
hash output and use them to locate three bits in B. Hence,
from now on, instead of specifying the number of hash
functions required by a filter, we will state the number of hash
bits that are needed, which is denoted as h.

A Bloom filter does not have false negatives, meaning that
if it answers that an element is not in the set, it is truly not in
the set. The filter, however, has false positives, meaning that
if it answers that an element is in the set, it may not be really
in the set. According to [2], [3], the false positive ratio fB,
which is the probability of mistakenly treating a nonmem-
ber as a member, is

fB ¼ 1� 1� 1

m

� �nk !k

�
�

1� e�nkm
�k
; ð1Þ

where n is the number of members in the set. Obviously, the
false positive ratio decreases as m increases, and increases
as n increases. The optimal value of k (denoted as k�) that
minimizes the false positive ratio can be derived by taking
the first-order derivative on (1) with respect to k, then
letting the right side be zero, and solving the equation. The
result is

k� ¼ ln 2�m=n � 0:7m=n: ð2Þ

The optimal k sometimes can be very large. To avoid too
many memory accesses, we may also set k as a small
constant in practice.

2.2 Bloom-1 Filter

To check the membership of an element, a Bloom filter
requires k memory accesses. We introduce the Bloom-1 filter,
which requires one memory access for membership check.
The basic idea is that instead of mapping an element to k bits
randomly selected from the entire bit array, we map it to
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k bits in a word that is randomly selected from the bit array.
A word is defined as a continuous block of bits that can be
fetched from the memory to the processor in one memory
access. In today’s computer architectures, most general-
purpose processors fetch words of 32 or 64 bits. Specifically,
designed hardware may access words of 72 bits or longer.

A Bloom-1 filter is an array B1 of l words, each of which
is w bits long. The total number m of bits is l� w. To encode
a member e during the filter setup, we first obtain a number
of hash bits from e, and use log2 l hash bits to map e to a
word in B1. It is called the membership word of e in the
Bloom-1 filter. We then use k log2 w hash bits to further map
e to k membership bits in the word and set them to ones.
The total number of hash bits that are needed is
log2 lþ k log2 w. Suppose m ¼ 220, k ¼ 3, w ¼ 26, and
l ¼ 214. Only 32 hash bits are needed, smaller than the
60 hash bits required in the previous Bloom filter example
under similar parameters.

To check if an element e0 is a member in the set that is
encoded in a Bloom-1 filter, we first perform hash
operations on e0 to obtain log2 lþ k log2 w hash bits. We
use log2 l bits to locate its membership word in B1, and then
use k log2 w bits to identify the membership bits in the word.
If all membership bits are ones, it is considered to be a
member. Otherwise, it is not.

The change from using k random bits in the array to using
k random bits in a word may appear simple, but it is also
fundamental. An important question is how it will affect
the false positive ratio and the query overhead. A more
interesting question is how it will open up new design space
to configure various new filters with different performance
properties. This is what we will investigate in depth.

The false negative ratio of a Bloom-1 filter is also zero.
The false positive ratio fB1 of Bloom-1, which is the
probability of mistakenly treating a nonmember as a
member, is derived as follows: Let F be the false positive
event that a nonmember e0 is mistaken for a member.
The element e0 is hashed to a membership word. Let X be
the random variable for the number of members that are
mapped to the same membership word. Let x be a constant
in the range of ½0; n�, where n is the number of members in
the set. Assume we use fully random hash functions. When
X ¼ x, the conditional probability for F to occur is

ProbfF j X ¼ xg ¼ 1� 1� 1

w

� �xk !k

: ð3Þ

Obviously, X follows the binomial distribution,
Binoðn; 1

lÞ, because each of the n elements may be mapped
to any of the l words with equal probabilities. Hence,

ProbfX ¼ xg ¼ n

x

� � 1

l

� �x
1� 1

l

� �n�x
; 8 0 � x � n: ð4Þ

Therefore, the false positive ratio can be written as

fB1 ¼ ProbfFg ¼
Xn
x¼0

ðProbfX ¼ xg � ProbfF j X ¼ xgÞ

¼
Xn
x¼0

n

x

� � 1

l

� �x
1� 1

l

� �n�x
1� 1� 1

w

� �xk !k
0
@

1
A:
ð5Þ

2.3 Impact of Word Size

We first investigate the impact of word size w on the false
positive ratio of a Bloom-1 filter. If n, l, and k are known, we
can obtain the optimal word size that minimizes (5).
However, in reality, we can only decide the amount
of memory (i.e., m) to be used for a filter, but cannot
choose the word size once the hardware is installed. In the
upper plot of Fig. 1, we compute the false positive ratios of
Bloom-1 under four word sizes: 32, 64, 72, and 256 bits,
when the total amount of memory is fixed at m ¼ 220 and k

is set to 3. Note that the number of words, l ¼ m
w , is inversely

proportional to the word size.
The horizontal axis in the figure is the load factor, n

m ,
which is the number of members stored by the filter divided
by the number of bits in the filter. Since most applications
require relatively small false positive ratios, we zoom in at
the load-factor range of [0, 0.2] for a detailed look in the
lower plot of Fig. 1. The computation results based on (5)
show that a larger word size helps to reduce the false
positive ratio. In that case, we should simply set w ¼ m for
the lowest false positive ratio. However, in practice, w is
given by the hardware, not a configurable parameter.
Without losing generality, we choose w ¼ 64 in our
computations and simulations for the rest of the paper.

2.4 Bloom with k ¼ 3k ¼ 3 versus Bloom-1

Although the optimal k always yields the best false positive
ratio of the Bloom filter, a small value of k is sometimes
preferred to bound the query overhead in terms of memory
accesses and hash operations. We compare the perfor-
mance of the Bloom-1 filter and the Bloom filter in both
scenarios. In this section, we use the Bloom filter with k ¼ 3
as the benchmark.

We compare the performance of three types of filters:
1) Bðk ¼ 3Þ, which represents a Bloom filter that uses 3 bits
to encode each member; 2) B1ðk ¼ 3Þ, which represents a
Bloom-1 filter that uses 3 bits to encode each member;
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Fig. 1. Upper Plot: False positive ratios for Bloom-1 under different word
sizes. Lower Plot: Magnified false positive ratios for Bloom-1 under
different word sizes.



3) B1ðh ¼ 3 log2 mÞ, which represents a Bloom-1 filter that
uses the same number of hash bits as Bðk ¼ 3Þ does.

For B1ðh ¼ 3 log2 mÞ, we are allowed to use 3 log2 m hash
bits, which can encode up to 3 log2 m�log2 l

log2 w
membership bits in

the filter, where log2 l hash bits are used to locate the
membership word and log2 w hash bits are used to locate
each membership bit in the word. However, it is not
necessary to use more than the optimal number k of
membership bits that minimizes the false positive ratio
of the Bloom-1 filter in (5). Let k1� be the optimal value
number k. Hence, B1ðh ¼ 3 log2 mÞ actually uses k10 ¼
minfk1�; 3 log2 m�log2 l

log2 w
g membership bits to encode each

member. The number of hash bits to locate them is, therefore,
log2 lþ k10 log2 w, which may be smaller than 3 log2 m.

Table 2 presents numerical results of the number of
memory accesses and the number of hash bits needed by the
three filters for each membership query. First, we compare
Bðk ¼ 3Þ and B1ðk ¼ 3Þ. The Bloom-1 filter saves not only
memory accesses but also hash bits. When the hash routine
is implemented in hardware (such as CRC [24]), the
memory access may become the performance bottleneck,
particularly when the filter’s bit array is located off-chip. In
this case, the query throughput of B1ðk ¼ 3Þ can be up to
three times of the throughput of Bðk ¼ 3Þ.

Next, we consider B1ðh ¼ 3 log2 mÞ. Even though it still
makes one memory access to fetch a word, the processor may
check more than 3 bits in the word for a membership query. If
the operations of hashing, accessing memory, and checking
membership bits are pipelined and the memory access is the
performance bottleneck, the throughput of B1ðh ¼ 3 log2 mÞ
will also be three times of the throughput of Bðk ¼ 3Þ.

Finally, we compare the false positive ratios of the three
filters in Fig. 2. The figure shows that the false positive ratio
of B1ðk ¼ 3Þ is slightly worse than that of Bðk ¼ 3Þ. The
reason is that concentrating the membership bits in one
word reduces the randomness. B1ðh ¼ 3 log2 mÞ is better

than Bðk ¼ 3Þ when the load factor is smaller than 0.1. This
is because the Bloom-1 filter requires a fewer number of
hash bits on average to locate each membership bit than the
Bloom filter does. Therefore, when available hash bits are
the same, B1ðh ¼ 3 log2 mÞ is able to use a larger k than
Bðk ¼ 3Þ, as shown in Fig. 3.

2.5 Bloom with Optimal kk versus Bloom-1 with
Optimal kk

We can reduce the false positive ratio of a Bloom filter or a
Bloom-1 filter by choosing the optimal number of member-
ship bits. From (2), we find the optimal value k� that
minimizes the false positive ratio of a Bloom filter. From
(5), we can find the optimal value k1� that minimizes the
false positive ratio of a Bloom-1 filter. The values of k� and
k1� with respect to the load factor are shown in Fig. 4.
When the load factor is less than 0.1, k1� is significantly
smaller than k�.

We useBðoptimal kÞ to denote a Bloom filter that uses the
optimal number k� of membership bits, andB1ðoptimal kÞ to
denote a Bloom-1 filter that uses the optimal number k1� of
membership bits.

To make the comparison more concrete, we present the
numerical results of memory access overhead and hashing
overhead with respect to the load factor in Table 3. For
example, when the load factor is 0.04, the Bloom filter
requires 17 memory accesses and 340 hash bits to minimize
its false positive ratio, whereas the Bloom-1 filter requires
only one memory access and 62 hash bits. In practice, the
load factor is determined by the application requirement on
the false positive ratio. If an application requires a very
small false positive ratio, it has to choose a small load factor.

Next, we compare the false positive ratios of Bðoptimal kÞ
and B1ðoptimal kÞ with respect to the load factor in Fig. 5.
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TABLE 2
Query Overhead Comparison of Bloom-1 Filters and Bloom

Filter with k ¼ 3 and w ¼ 64

Note that Bðk ¼ 3Þ uses 3 log2 m hash bits and B1ðh ¼ 3 log2 mÞ may
use fewer than that number.

Fig. 2. Performance comparison in terms of false positive ratio.
Parameters: w ¼ 64 and m ¼ 220.

Fig. 3. Number of membership bits used by the filters.

Fig. 4. Optimal number of membership bits with respect to the load
factor. Parameters: m ¼ 220 and w ¼ 64.



The Bloom filter has a much lower false positive ratio than
the Bloom-1 filter. On one hand, we must recognize the fact
that, as shown in Table 3, the overhead for the Bloom filter
to achieve its low false positive ratio is simply too high to be
practical. On the other hand, it raises a challenge for us to
improve the design of the Bloom-1 filter so that it can match
the false positive ratio of the Bloom filter at much lower
overhead. In the next section, we generalize the Bloom-1
filter to allow performance-overhead tradeoff, which pro-
vides flexibility for practitioners to achieve a lower false
positive ratio at the expense of modestly higher query
overhead.

3 BLOOM-gg: A GENERALIZATION OF BLOOM-1

3.1 Bloom-gg Filter

As a generalization of Bloom-1 filter, a Bloom-g filter maps
each member e to g words instead of one, and spreads
its k membership bits evenly in the g words. More
specifically, we use g log2 l hash bits derived from e to
locate g membership words, and then use k log2 w
hash bits to locate k membership bits. The first one or
multiple words are each assigned dkge membership bits,
and the remaining words are each assigned bkgc bits, so
that the total number of membership bits is k.

To check the membership of an element e0, we have to
access g words. Hence, the query overhead includes
g memory accesses and g log2 lþ k log2 w hash bits.

The false negative ratio of a Bloom-g filter is zero and the
false positive ratio fBg of the Bloom-g filter is derived as
follows: Each member encoded in the filter randomly
selects g membership words. There are n members.
Together they select gn membership words (with replace-
ment). These words are called the encoded words. In each
encoded word, kg bits are randomly selected to be set as ones
during the filter setup. To simplify the analysis, we use k

g

instead of taking the ceiling or floor.
Now consider an arbitrary word D in the array. Let X be

the number of times this word is selected as an encoded
word during the filter setup. Assume we use fully random
hash functions. When any member randomly selects a
word to encode its membership, the word D has a
probability of 1

l to be selected. Hence, X is a random
number that follows the binomial distribution Binoðgn; 1

lÞ.
Let x be a constant in the range ½0; gn�:

ProbfX ¼ xg ¼ gn

x

� � 1

l

� �x
1� 1

l

� �gn�x
: ð6Þ

Consider an arbitrary nonmember e0. It is hashed to g

membership words. A false positive happens when its

membership bits in each of the g words are ones. Consider

an arbitrary membership word of e0. Let F be the event that

the k
g membership bits of e0 in this word are all ones.

Suppose this word is selected for x times as an encoded

word during the filter setup. We have the following

conditional probability:

ProbfF j X ¼ xg ¼ 1� 1� 1

w

� �xkg !k
g

: ð7Þ

The probability for F to happen is

ProbfFg ¼
Xgn
x¼0

ðProbfX ¼ xg � ProbfF j X ¼ xgÞ

¼
Xgn
x¼0

 
gn

x

� �
� 1

l

� �x
� 1� 1

l

� �gn�x
� 1� 1� 1

w

� �xkg !k
g
!
:

ð8Þ

Element e0 has g membership words. Hence, the false

positive ratio is

fBg ¼ ðProbfFgÞg

¼
"Xgn
x¼0

��
gn

x

��
1

l

�x�
1� 1

l

�gn�x�
1�

�
1� 1

w

�xkg�k
g
�#g

:

ð9Þ

When g ¼ k, exactly one bit is set in each membership

word. This special Bloom-k is identical to a Bloom filter

with k membership bits. To prove this, we first let g ¼ k,

and (9) becomes

fBk ¼
�Xkn
x¼0

�
kn

x

� �
� 1

l

� �x
� 1� 1

l

� �kn�x
� 1� 1� 1

w

� �x� ���k

¼
�Xkn
x¼0

�
kn

x

� �
� 1

l

� �x
� 1� 1

l

� �kn�x�

�
Xkn
x¼0

�
kn

x

� �
� 1

l

� �x
� 1� 1

l

� �kn�x
� 1� 1

w

� �x��k
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Fig. 5. False positive ratios of the Bloom filter and the Bloom-1 filter with
optimal k. m ¼ 220 and w ¼ 64.

TABLE 3
Query Overhead Comparison of Bloom-1 Filter and Bloom Filter

with Optimal Number of Membership Bits

Parameters: m ¼ 220 and w ¼ 64.



¼
�
1�

Xkn
x¼0

�
kn

x

� �
� 1

l
� 1� 1

w

� �� �x
� 1� 1

l

� �kn�x��k

¼ 1� 1� 1

lw

� �kn !k

:

ð10Þ

As m ¼ lw, we have fBk ¼ fB. In other words, a Bloom-k
filter is identical to a Bloom filter.

3.2 Bloom with k ¼ 3k ¼ 3 versus Bloom-gg

We compare the Bloom-g filters and the Bloom filter with
k ¼ 3 in terms of their overhead and false positive ratios.
Because the overhead of Bloom-g increases with g, it is
highly desirable to use a small value for g. Hence, we focus
on Bloom-2 and Bloom-3 filters for evaluation.

We compare the following filters: 1) Bðk ¼ 3Þ, the
Bloom filter with k ¼ 3; 2) B2ðk ¼ 3Þ, the Bloom-2 filter
with k ¼ 3; 3) B2ðh ¼ 3 log2 mÞ, the Bloom-2 filter that is
allowed to use the same number of hash bits as Bðk ¼ 3Þ
does. In this section, we do not consider Bloom-3 because
it is equivalent to Bðk ¼ 3Þ, as we have discussed in
Section 3.1.

From (9), when g ¼ 2, we can find the optimal value of k,
denoted as k2�, that minimizes the false positive ratio.
Similar to the discussion for B1ðh ¼ 3 log2 mÞ in Section 2.4,
we set the number of membership bits for each element in
B2ðh ¼ 3 log2 mÞ to be k20 ¼ minfk2�; 3 log2 m�2 log2 l

log2 w
g. The

number of hash bits to locate them is, therefore,
log2 lþ k20 log2 w, which may be smaller than 3 log2 m.

Table 4 compares the query overhead of three filters.
B2ðk ¼ 3Þ incurs fewer memory accesses and fewer hash
bits than Bðk ¼ 3Þ. For B2ðh ¼ 3 log2 mÞ, its number of hash
bits is no more than that used by Bðk ¼ 3Þ, and it makes
fewer memory accesses.

Fig. 6 presents the false positive ratios of Bðk ¼ 3Þ,
B2ðk ¼ 3Þ, and B2ðh ¼ 3 log2 mÞ; Fig. 7 shows the number of

membership bits used by the filters. The figures show that
Bðk ¼ 3Þ and B2ðk ¼ 3Þ have comparable false positive
ratios in load factor range of [0.1, 1], whereas B2ðh ¼
3 log2 mÞ performs better in load factor range of [0.00005, 1].
For example, when the load factor is 0.04, the false positive
ratio of Bðk ¼ 3Þ is 1:5� 10�3 and that of B2ðk ¼ 3Þ is
1:6� 10�3, while the false positive ratio of B2ðh ¼ 3 log2 mÞ
is 3:1� 10�4, about one-fifth of the other two. Considering
that B2ðh ¼ 3 log2 mÞ uses the same number of hash bits as
Bðk ¼ 3Þ but only two memory accesses per query, it is a
very useful substitute of the Bloom filter to build fast and
accurate data structures for membership check.

3.3 Bloom with Optimal kk versus Bloom-gg with
Optimal kk

We now compare the Bloom-g filters and the Bloom filter
when they use the optimal numbers of membership bits
determined from (1) and (9), respectively. We use
Bðoptimal kÞ to denote a Bloom filter that uses the optimal
number k� of membership bits to minimize the false
positive ratio. We use Bgðoptimal kÞ to denote a Bloom-g
filter that uses the optimal number kg� of membership bits,
where g ¼ 1, 2 or 3. Fig. 8 compares their numbers of
membership bits (i.e., k�, k1�, k2�, and k3�). It shows that the
Bloom filter uses many more membership bits when the
load factor is small.

Next, we compare the filters in terms of query overhead.
For 1 � g � 3, Bgðoptimal kÞ makes g memory accesses and
uses g log2 lþ kg� log2 w hash bits per membership query.
Numerical comparison is provided in Table 5. To achieve a
small false positive ratio, one has to keep the load factor
small, which means that Bðoptimal kÞ will have to make a
large number of memory accesses and use a large number
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TABLE 4
Query Overhead Comparison of Bloom-2 Filter

and Bloom Filter with k ¼ 3

Fig. 6. False positive ratios of Bloom filter and Bloom-2 filter.
Parameters: m ¼ 220 and w ¼ 64.

Fig. 7. Number of membership bits used by the filters.

Fig. 8. Optimal number of membership bits with respect to the load
factor. Parameters: m ¼ 220 and w ¼ 64.



of hash bits. For example, when the load factor is 0.08, it
makes nine memory accesses with 180 hash bits per query,
whereas the Bloom-1, Bloom-2 and Bloom-3 filters make
one, two, and three memory accesses with 50, 70, and
90 hash bits, respectively. When the load factor is 0.02, it
makes 35 memory accesses with 700 hash bits, whereas the
Bloom-1, Bloom-2, and Bloom-3 filters make just one, two,
and three memory accesses with 74, 118, and 162 hash bits,
respectively.

Fig. 9 presents the false positive ratios of the Bloom and
Bloom-g filters. As we already showed in Section 2.5,
B1ðoptimal kÞ performs worse than Bðoptimal kÞ. However,
the false positive ratio of B2ðoptimal kÞ is very close to that
of Bðoptimal kÞ. Furthermore, the curve of B3ðoptimal kÞ is
almost entirely overlapped with that of Bðoptimal kÞ for the
whole load-factor range. The results indicate that with just
two memory accesses per query, B2ðoptimal kÞ works
almost as good as Bðoptimal kÞ, even though the latter
makes many more memory accesses.

3.4 Discussion

The mathematical and numerical results demonstrate that
Bloom-2 and Bloom-3 have smaller false positive ratios than
Bloom-1 at the expense of larger query overhead. Below we
give an intuitive explanation: Bloom-1 uses a single hash to
map each member to a word before encoding. It is well
known that a single hash cannot achieve an evenly
distributed load; some words will have to encode much
more members than others, and some words may be empty
as no members are mapped to them. This uneven
distribution of members to the words is the reason for
larger false positives. Bloom-2 maps each member to two
words and splits the membership bits among the words.
Bloom-3 maps each member to three words. They achieve
better load balance such that most words will each encode
about the same number of membership bits. This helps
them improve their false positive ratios.

3.5 Using Bloom-gg in a Dynamic Environment

To compute the optimal number of membership bits, we
must know the values of n, m, w, and l. The values of m, w,

and l are known once the amount of memory for the filter is
allocated. The value of n is known only when the filter is
used to encode a static set of members. In practice, however,
the filter may be used for a dynamic set of members. For
example, a router may use a Bloom filter to store a watch
list of IP addresses, which are identified by the intrusion
detection system as potential attackers. The router inspects
the arrival packets and logs those packets whose source
addresses belong to the list. If the watch list is updated once
a week or at the midnight of each day, we can consider it as
a static set of addresses during most of the time. However,
if the system is allowed to add new addresses to the list
continuously during the day, the watch list becomes a
dynamic set. In this case, we do not have a fixed optimal
value of k� for the Bloom filter. One approach is to set the
number of membership bits to a small constant, such as
three, which limits the query overhead. In addition, we
should also set the maximum load factor to bound the false
positive ratio. If the actual load factor exceeds the maximum
value, we allocate more memory and set up the filter again
in a larger bit array.

The same thing is true for the Bloom-g filter. For a
dynamic set of members, we do not have a fixed optimal
number of membership bits, and the Bloom-g filter will also
have to choose a fixed number of membership bits. The
good news for the Bloom-g filter is that its number of
membership bits is unrelated to its number of memory
accesses. The flexible design allows it to use more member-
ship bits while keeping the number of memory accesses
small or even a constant one.

Comparing with the Bloom filter, we may configure a
Bloom-g filter with more membership bits for a smaller
false positive ratio, while in the mean time keeping both
the number of memory accesses and the number of hash
bits smaller. Imagine a filter of 220 bits is used for a
dynamic set of members. Suppose the maximum load
factor is set to be 0.2 to ensure a small false positive ratio.
Fig. 10 compares the Bloom filter with k ¼ 3, the Bloom-1
filter with k ¼ 6, and the Bloom-2 filter with k ¼ 5. As new
members are added over time, the load factor increases
from zero to 0.2. Before the load factor reaches 0.17, the
Bloom-2 filter has significantly smaller false positive ratios
than the Bloom filter. When the load factor is 0.04, the
false positive ratio of Bloom-2 is just one-fourth of the
false positive ratio of Bloom. Moreover, it makes fewer
memory accesses per membership query. The Bloom-2
filter uses 58 hash bits per query, and the Bloom filter uses
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Fig. 9. False positive ratios of Bloom and Bloom-g with optimal k.
Parameters: m ¼ 220 and w ¼ 64.

TABLE 5
Query Overhead Comparison of Bloom Filter

and Bloom-g Filter with Optimal k

Parameters: m ¼ 220 and w ¼ 64.



60 bits. The false positive ratios of the Bloom-1 filter are
close to or slightly better than those of the Bloom filter in
load factor range of [0, 0.1]. It achieves such performance
by making just one memory access per query and uses 50
hash bits.

4 BLOOM-��: ANOTHER GENERALIZATION

OF BLOOM-1

4.1 Motivation

From Fig. 6, we see that Bloom-2 is comparable to the Bloom
filter in terms of false positive ratio when k ¼ 3. However, it
performs much better if it uses the same number of hash bits
as Bloom does. From Fig. 9, when the optimal number of
membership bits is used, Bloom-2 is almost as good
as Bloom and better than Bloom-1. The downside is that
Bloom-2 needs two memory accesses per query, whereas
Bloom-1 needs just one. Our goal is to design a Bloom filter
variant that makes a tradeoff between Bloom-1 and Bloom-2
such that false positive ratio is close to what Bloom-2 has,
whereas overhead is close to what Bloom-1 has.

We have briefly touched upon the reason why Bloom-2
outperforms Bloom-1 in terms of false positive ratio
(Section 3.4). Now, we give a closer look. Recall that a
Bloom-1 filter uses an array of words. Let us define the load
of a word to be the number of members that are encoded in
the word. False positive ratios incurred in different words
may vary. Naturally, the false positive ratio of a heavily
loaded word will be higher than that of a lightly loaded
word. This is confirmed by our simulation that keeps track
of which word each false positive occurs in. We classify the
words into groups based on their load values, and find the
average false positive ratio for each group by simulation.
The results are shown in Fig. 11. For words whose loads
are 6 or smaller, false positive ratios are very small.
However, false positive ratio grows superlinearly. When
the loads are 10 or greater, false positive ratios are very
high. Clearly, reducing the number of heavily loaded
words helps reduce the overall false positive ratios. The
approach adopted by Bloom-2 maps each member to two
membership words. Each word only carries half of the
membership bits. In other words, each word only encodes
half of the member. Consider a heavily loaded word
that serves as the membership word for 14 members. In
Bloom-2, since the word encodes half of each member, its
load is reduced from 14 to 7. Fig. 12 shows the frequency

distribution of words with respect to load values. Fewer
words have heavy loads of 10 or higher in Bloom-2 than
Bloom-1. That is why Bloom-2 performs better.

However, two membership words require two memory
accesses for each query. What about only some members
have two membership words while others have one? In
this case, some queries need two memory accesses, but
others need just one. The average number of memory access
per query will be between 1 and 2. Intuitively, for a lightly
loaded word, we want its encoded members to have just
one membership word. However, for a heavily loaded
word, we want all or some of its encoded members to have
additional membership words so that some of their
membership bits will be moved elsewhere.

4.2 Bloom-�� Filter

A Bloom-� filter (denoted as B�) is also an array of
l words, each of which is w bits long. The first w� 1 bits in
each word are used to encode members of a set, and the
last bit is a flag to indicate whether members mapped to
this word have second membership words. Initially, all bits
(including flag bits) are zeros. The setup procedure of a
Bloom-� filter consists of two phases. In the first phase, we
map elements in the set to the words in the same way as
we do for Bloom-1. Each element is mapped to and
encoded in exactly one word. We keep track of the
elements that are encoded in each word. In the second
phase, we pick a word W1 that has the largest number of
encoded members. We then “split” these members: for
each member, we use log2 l additional hash bits to locate a
second word W2 and move its last bk=2c membership bits
from W1 to W2. Finally, the flag bit in W1 is set to one; we
call W1 a split word. We keep splitting the heaviest loaded
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Fig. 11. False positive ratio of Bloom-1 with respect to load of words.
Parameters: m ¼ 220, w ¼ 64, load factor n=m ¼ 0:1.

Fig. 12. Frequency distribution of words with respect to load values.
Parameters: m ¼ 220, w ¼ 64, load factor n=m ¼ 0:1 for both filters.

Fig. 10. False positive ratios of the Bloom filter with k ¼ 3, the Bloom-1
filter with k ¼ 6, and the Bloom-2 filter with k ¼ 5. Parameters: m ¼ 220

and w ¼ 64.



word until a certain predefined fraction � of members are
split, i.e., the number of members having two membership
words reaches �n. As split words cannot be split again,
this process will terminate as soon as enough members
are split.

The construction of Bloom-� ensures that if the flag of a
word is one, the members mapped to the word must have
two membership words; if the flag is zero, the members
have one membership word. Bloom-1 is a special case of
Bloom-� with � ¼ 0.

To perform membership check on an element e0, we first
hash the element to locate its membership word W1. If the
flag of the word is zero, we check k membership bits in this
word. If all these bits are ones, e0 is a member of the set;
Otherwise, it is not. If the flag of the word is one, we check
the first dk=2e membership bits in W1. If any of these bits is
zero, we are sure that e0 is not a member and there is no
need to check the second word. However, if all these bits
are ones, we find the second membership word by using
log2 l additional hash bits and check the remaining bk=2c
membership bits in that word. We claim that e0 is a member
of the set only if all those bits are also ones.

We analyze the query overhead in Table 6. Consider an
arbitrary element e0. If e0 is mapped to a word whose flag is
zero, it takes one memory access. If e0 is mapped to a split
word whose flag is one, it takes one or two memory
accesses, depending on whether any of the first dk=2e
membership bits is zero. The chance for e0 to be mapped to
any word is equal. Hence, the probability for e0 to be
mapped to a split word is equal to the fraction (or
percentage) of words that are split. Considering that we
split the most heavily loaded words, the average load of
these words is larger than (or equal to, only if members are
evenly distributed) that of the whole word array. Hence,
the fraction of words being split is smaller than (or equal to)
the fraction (i.e., �) of members being split. Therefore, the
average number of memory accesses per query is bounded
by 1� ð1� �Þ þ 2� � ¼ 1þ �. Our experiment results in
the next section show that, for � ¼ 0:5, the average number
of memory accesses is actually very close to one. Because
Bloom-� needs log2 l additional hash bits to locate a second
word, its total number of hash bits per query is
2 log2 lþ k log2 w, comparing with log2 lþ k log2 w hash bits
needed by Bloom-1.

Fig. 13 compares false positive ratios of Bloom-1,
Bloom-2, and Bloom-� with k ¼ 3 by simulations. The
false positive ratio of Bloom-� is between those of Bloom-1
and Bloom-2. When the value of � is increased from 25 to
50 percent, the false positive ratio of Bloom-� is decreased,
suggesting a performance-overhead tradeoff because the

average number of memory accesses will increase. When

� ¼ 50%, the false positive ratio of Bloom-� is close to that

of Bloom-2.

5 CONCLUSION AND FUTURE WORK

In this paper, we study one memory access Bloom filters
and their generalization. This family of data structures
enriches the design space of the Bloom filters and their
application scope by reducing the query overhead to allow
high throughput. Using a number of random bits in a word
instead of from the entire bit array, we analyze the impact
of this design change in terms of overhead and false
positive ratio. This change also opens the door for
constructing other variants for performance tradeoff. In
this enlarged design space, we can configure filters that not
only make fewer memory accesses but also have compar-
able or superior false positive ratios in scenarios where the
standard Bloom filter with the optimal value of k incurs too
much overhead to be practical.

In our future work, we plan to extend the techniques in
this paper to counting Bloom filters. The basic idea is to
divide every word into a number of small counters. Each
member is first mapped to a word in the available memory,
and then further mapped to k counters in the same word.
To encode a member, we fetch the corresponding word in
one memory access, increase k counters in the word (likely
by simple hardware), and write the word back in another
memory access. We will analyze this variant of counting
Bloom filter theoretically and perform experiments to
evaluate its performance in practical scenarios.

Another research direction is to consider multibanked
on-die memory. With k banks, we can make k memory
accesses in parallel. If a standard Bloom filter is implemen-
ted on multibanked memory, it may be able to perform
membership query in one memory access time if its
k memory accesses are made to different banks. Similarly,
if we implement the Bloom-1 filter on multibanked
memory, it may process up to k membership queries
simultaneously in one memory access time. We will
investigate the strategy of splitting the filter among the
k banks to maximize the throughput of membership query.
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TABLE 6
Query Overhead Comparison of Bloom-1, Bloom-2,

and Bloom-� Filter

Fig. 13. False positive ratios of Bloom-1, Bloom-2 and Bloom-� Filter
with k ¼ 3. Parameters: m ¼ 220, w ¼ 64 for all filters.
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