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Abstract—Distributed denial of service (DDoS) is a major threat to the availability of Internet services. The anonymity allowed by IP

networking, together with the distributed, large scale nature of the Internet, makes DDoS attacks stealthy and difficult to counter. To

make the problem worse, attack traffic is often indistinguishable from normal traffic. As various attack tools become widely available

and require minimum knowledge to operate, automated anti-DDoS systems become increasingly important. Many current solutions are

either excessively expensive or require universal deployment across many administrative domains. This paper proposes two

perimeter-based defense mechanisms for Internet service providers (ISPs) to provide the anti-DDoS service to their customers. These

mechanisms rely completely on the edge routers to cooperatively identify the flooding sources and establish rate-limit filters to block

the attack traffic. The system does not require any support from routers outside or inside of the ISP, which not only makes it locally

deployable, but also avoids the stress on the ISP core routers. We also study a new problem of perimeter-based IP traceback and

provide three solutions. We demonstrate analytically and by simulations that the proposed defense mechanisms react quickly in

blocking attack traffic while achieving high survival ratio for legitimate traffic. Even when 40 percent of all customer networks attack, the

survival ratio for traffic from the other customer networks is still close to 100 percent.

Index Terms—Network-level security and protection.

�

1 INTRODUCTION

1.1 Background

THE goal of a DoS (denial of service) attack is to
completely tie up the resources of a server, which

prevents legitimate users from accessing the service. A
successful DoS attack achieves two objectives: overpowering
the victim and concealing the attacker’s identity. To overpower
the victim, the attacker needs a strategy that small resource
consumption at the attacker side causes much larger
resource consumption at the victim side. For example, a
small packet generated by the attacker causes a buffer space
to be held for an extended period of time T at the victim.
While the attacker can generate a large number of packets
during T , the buffer space at the victim is going to
overflow, which underlines the SYN flooding attack [1],
[2], [3] and the connection table overflow attack. To conceal
the attacker’s identity, forged source addresses are often
used in the packets sent from the attacker. In a DDoS
(distributed denial of service) attack, multiple malicious
hosts launch a coordinated offense against one victim,
which increases the resources for the offense while making
it harder to track down the attacker(s). Moore et al.’s work
demonstrated that DoS attacks were widespread on the
Internet. By using a novel traffic-monitoring technique,
called “backscatter analysis,” they observed 12,805 attacks
on over 5,000 distinct Internet hosts belonging to more than
2,000 distinct organizations during a three-week period [4].

To mitigate DDoS attacks, much of the current research
focuses on antispoofing such as ingress filtering [5], route-
based packet filtering [6], and various IP traceback

protocols [7], [8], [9], [10], [11], [12], [13]. Their effectiveness
often depends on a universal deployment on the Internet.
With a partial deployment, source-address spoofing re-
mains feasible.

Sung and Xu pointed out that, while many existing
techniques focus on tracking the locations of the attackers
after-the-fact, little is done to mitigate the effect of an attack
while it is raging on [14]. An intelligent packet-filtering
solution based on IP traceback was proposed. The victim
constructs an attack graph from the received traceback
marks. Based on the graph, it identifies the “infected” edges
and the “clean” edges with the former more likely to carry
attack traffic. It then informs a line of defense to preferen-
tially filter out packets from the “infected” edges based on
the marks in the packet header. Note that the IP-traceback
function must be implemented on the routers outside of the
defense line to mark the packets before they reach the line.

Mahajan et al. proposed the aggregate-based congestion
control (ACC) to rate-limit attack traffic [15]. The congested
router starts with local rate limit, and then progressively
pushes the rate limit to some neighbor routers and further
out, forming a dynamic rate-limit tree, which can be
expensive to maintain. Every router in the tree performs
filtering based on its share of rate limit, which is necessary
because not all routing paths are always covered by the
leaves of the tree. All routers in the tree measure the traffic
arrival rates, which are propagated upstream toward the
congested router, allowing it to know the total arrival rate
and decide whether to continue the rate limiting.

1.2 Our Contributions

This paper proposes a class of perimeter-based defense
mechanisms, which allows Internet service providers (ISP)
to provide an anti-DDoS service to its customers. The edge
routers of an ISP form a perimeter separating the customer
networks from the rest of the Internet (Fig. 1). Our first
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contribution is to study how to turn the ISP perimeter into a
defense barrier against DDoS attacks. Depending on how
the edge routers communicate with each other, we present
two defense mechanisms, DPM (defense perimeter based
on multicast) and DPIT (defense perimeter based on IP
traceback). Our second contribution is to design an IP
traceback scheme that is deployed only along a perimeter to
suit the perimeter-based defense solutions. This traceback
scheme is more practical as it can be locally deployed; it is
also more efficient than the existing ones as it specializes to
the task of identifying the entry points instead of the paths
of an DDoS attack. Our third contribution is to provide an
evaluation framework to study the perimeter-based defense
analytically and by simulations. Several performance
metrics are proposed and studied.

The main difference between this work and [14] is that
our defense perimeter is self-complete while their line of
defense is not. In [14], the routers on the line of defense (also
called perimeter) perform packet filtering, but it requires
support from inside the perimeter and outside the
perimeter. Inside the perimeter, the victim constructs the
attack graph, identifies the “infected” edges, and informs
the packet-filtering routers about these edges. Outside the
perimeter, the Internet routers must support the IP-trace-
back scheme proposed in [14]. Our defense perimeter does
not require any assistance from the victim except optionally
to signal the occurence of an attack. It does not require any
assistance from outside the perimeter either. One of our
proposed defense mechanisms also uses IP traceback,
which is however deployed locally on the perimeter only.

Differing from Pushback [15], we study a one-dimension
defense perimeter instead of a two-dimension defense tree.
It requires a new set of techniques to realize the similar
goals. We believe a perimeter-only solution is more
appealing due to administration and performance reasons.
Some advantages of the self-complete perimeter-based defense
are listed below:

. Defense at the border and efficiency at the core: In order to
reach a customer network of an ISP, any attack traffic
must enter the ISP first by passing an edge router.
Hence, the perimeter is the earliest locationofdefense.
By stopping an attack before it enters the ISP, the
perimeter-baseddefensenot onlymitigates the attack,
but also minimizes the resources consumed by the

attack traffic. Since the defense mechanisms are
implemented solely at the edge routers, the core is
kept simple and stateless.

. Separation of attack traffic and legitimate traffic: The
further away the attack traffic is from the victim, the
less it is mixed with the legitimate traffic. Hence, it is
advantageous to perform blocking at the furthest
possible locations, which reduces the collateral
damage of blocking legitimate traffic.

. Single administrative domain: All edge routers of an
ISP are under the same administrative control,
which simplifies the deployment in terms of
management, policies, and politics.

. Extensibility: The implementation of the perimeter-
based defense by one ISP does not require any
assistance from the other ISPs. On the other hand,
we allow ISPs to cooperate for better performance. If
neighboring ISPs both implement the perimeter-
based defense, they can work together to extend the
defense across multiple administrative domains.
This provides a positive feedback and encourages
ISPs to follow when more and more peer ISPs have
implemented the system.

The rest of the paper is organized as follows: Section 2
provides the models of ISP and DDoS attacks. Section 3 and
Section 4 propose two perimeter-based defense mechan-
isms. Section 5 shows how the neighboring ISPs cooperate
to defend against DDoS attacks. Section 6 presents the
simulation results. Section 7 addresses the limitation of the
proposed defense system. Section 8 draws the conclusion.
The proofs for the theorems can be found in the Appendix.

2 MODELS

2.1 Internet Service Providers

Most businesses, institutions, and homes access the Internet
via ISPs. An ISP network interconnects its customer
networks, and routes the IP traffic between them. It also
connects to other ISPs to provide the access to the rest of the
Internet. Two neighbor ISPs may sign a contract to be each
other’s customers. As shown in Fig. 1, an ISP network has
two types of routers: edge routers and core routers. An edge
router has at least one direct connection to a customer
network. It can be a BGP router connecting to an enterprise
network, a router responsible for the regional cable Internet
access, or a router at a local office for residential DSL or
dialup Internet access. The core routers do not have direct
connections to any customer networks. They route traffic
between edge routers. To maximize the efficiency and
improve the scalability, a common design philosophy is to
push the complexity of network functions (e.g., packet
classification, filtering, etc.) toward the edge while keeping
the core simple and free of state information about specific
traffic flows.

2.2 High Bandwidth DDoS Attacks

The goal of a high-bandwidth DDoS attack is to send a large
amount of traffic to exhaust a target resource so that
legitimate users cannot access the resource. The resource
may be link bandwidth, buffer space, or processing
capacity. The offending traffic can be characterized as an
aggregate of packets [15]. A traffic aggregate is defined by
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matching the fields in the packet headers (at IP, UDP, TCP,
and/or application layers) against a set of values. For
example, the traffic aggregate for a SYN attack consists of
all SYN packets to a destination address/port pair, and the
aggregate for a smurf attack consists of all ICMP echo-reply
packets from a subnet to a destination address.

During a DDoS attack, the attack traffic is often
indistinguishable from the legitimate traffic, which makes
it difficult to block the attack traffic while letting the
legitimate traffic through. Indiscriminative random drop-
ping reduces the attack traffic to an acceptable level, but
also blocks the legitimate traffic proportionally.

We assume all attack traffic is generated by some
compromised hosts on peer customer networks, or generated
from other locations on the Internet and then routed over via
the neighboring ISPs. We do not address the problem that
some ISP routers are compromised and then used to generate
attack traffic or assist the attack in other ways.

2.3 Rate-Limit Filters

Arate-limit filter is a tuple h�; ri,where� is a traffic aggregate
and r is the rate limit for �. After being installed at an edge
router, it requires the router to shape/police the arrival traffic
of � so that the acceptance rate is bounded by r.

A token-bucket implementation for rate-limit filters is
presented below. Let s be the bucket size. Each filter is
assigned two variables: c is a counter and t is a timestamp,
which are initialized to be zero and the current system-clock
value, respectively. If a packet that matches the filter is
received, the following algorithm is executed.

RateLimit (a received packet that matches �)

(1) c minfcþ ðthe current clock value� tÞ � r; sg
(2) t the current clock value

(3) if (c � the packet size)

(4) accept the packet

(5) c c� the packet size

(6) else

(7) drop the packet

Consider a customer network x where some malicious
hosts launch attack (Fig. 1). Because the attack traffic from x
is mixed with the legitimate traffic from x, when the edge
router of x attempts to block most attack traffic, it will block
most legitimate traffic as well. Clearly, the rate-limit
filtering is not designed to save the legitimate traffic from
x. Instead, it is to save the legitimate traffic from other
customer networks that do not harbor attacking hosts.

2.4 Perimeter-Based Defense

The perimeter-based defense has two major tasks. The first
is to identify the attack aggregates, and the second is to
identify the flooding sources and install appropriate rate-
limit filters on the edge routers connecting to the flooding
sources.

The first task may be carried out automatically by special
software [15] ormanually by systemadministrators.Wewant
to stress that an attack aggregate is not the collection of attack
packets, but rather a traffic aggregate that contains the attack
packets (as well as the legitimate packets of the same kind). It
is difficult, if not impossible, to separate attack packets from
legitimate packets of the same kind. However, it is a much
easier job to identify an aggregate that is broader, including,

but not only including, the attack packets. A straightforward
one is “all IP packets to the server (or the subnet) under
attack.” While the above aggregate is already quite narrow,
more specific attack aggregates can be identified for specific
types of attacks. For example, an SYN attack can be detected
by the server whose SYN queue is kept full, or by an edge
router (or firewall) configured with a security policy that
measures theSYNrate and triggers awarningwhen the rate is
beyond the server’s capacity (e.g., 10,000 SYN per second). In
this case, the attack aggregate is “all SYN packets to the
server,” including both malicious and legitimate SYNs.

This paper focuses on the second task: Assuming that the
attack aggregate and the desirable rate for the aggregate are
known, the problem is how to bring the total traffic volume
to the desirable level, minimizing the overhead and the
reaction time, while maximizing the survival ratio of
legitimate traffic. The proposed defense system will only
interfere with the attack aggregates and attempt to save the
legitimate packets within them. Our discussions will be
centered around the algorithmic and protocol aspects of the
perimeter-based defense for an ISP. The engineering issues
of planning, autodeployment, provisioning, and manage-
ment are beyond the scope of this paper. It is conceivable
that the security management tools from the major venders
(e.g., Cisco VMS, Netscreen-Global Pro, and Checkpoint
Provider-1) can be extended to assistant the deployment of
perimeter-based defense in a large ISP.

In the text of this paper, the (ISP-side) edge routers are
the default place for implementing the perimeter-based
defense. However, the actual deployment can be done on
edge firewalls or even dedicated devices behind the edge
routers. This does not change the fundamentals of the
proposed defense system, but allows the flexibility of
adding resources to handle large customers.

2.5 Terminology

Consider an aggregate �. A packet belonging to � is called an
�packet. The arrival rateof�at an edge router isdefinedas the
total size (numberof bytes) of�packets receivedby the router
from outside of the ISP per unit of time; the acceptance rate is
defined as the total size of�packets that are forwarded by the
router into the ISP network per unit of time. The acceptance
rate may be smaller than the arrival rate due to rate-limit
filtering. The edge router connecting with the destination
network of � is called the exit router of �; the link between the
exit router and the destination network is called the exit link.
The actual data rate of� observed on the exit link is called the
exit rate, denoted as Að�Þ.

In the description of our system, it is not important to
distinguish between multiple attackers and a single attacker
launching the offense from multiple Zombies. When we say
“multiple attackers,” we mean either of the two cases.

3 DEFENSE PERIMETER BASED ON MULTICAST

(DPM)

3.1 Overview

Our first perimeter-based defense mechanism is called
DPM, in which the edge routers of an ISP form a
designated, exclusive multicast group. The address of the
group is local to the ISP and any external join requests must
be rejected.
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Given a DDoS attack, the edge router connecting to the
victim network is responsible of coordinating the defense
and is thus called the coordinator. The coordinator initiates
the defense process after it receives an anti-DDoS request,
consisting of the description of the attack aggregate � and
the desirable rate Dð�Þ of the aggregate. The anti-DDoS
request may be generated by the server under attack, by the
management console from the customer/ISP side, or by
firewalls, routers, and intrusion detection devices based on
preconfigured policies. The coordinator starts DPM by
instructing the other edge routers to install rate-limit filters
for the attack aggregate �. It then monitors the exit rate of �
and periodically multicast a new base rate to the other edge
routers, which update their rate limits for � according to the
received base rate. This process repeats until the exit rate
converges to the desirable rate.

During the attack, the exit rate Að�Þ to the victim can be
much higher than the desirable rateDð�Þ. The goals of DPM
are 1) to reduce the exit rate to a range close to the desirable
rate, i.e., ð1� �ÞDð�Þ � Að�Þ � ð1þ �ÞDð�Þ, where � is a
small constant (e.g., 5 percent), and 2) to minimize the
amount of legitimate traffic that is mistakenly blocked by
the edge routers. The victim’s capacity is expected to be at
least ð1þ �ÞDð�Þ.

3.2 Detailed Description

The coordinator relies on a single type of multicast
messages to communicate with the other edge routers.
The message format is RATEð�; rÞ, where r is the base rate
that the edge routers should enforce on the attack aggregate
�. After receiving this message, an edge router creates a
rate-limit filter for � if it does not have one, and then sets
the rate limit of the filter based on r.

The legitimate traffic may have different arrival rates at
different edge routers. In Fig. 1, under normal conditions,
the traffic entering the ISP network from the edge router A
is likely to be heavier than from other edge routers. Traffic-
differentiation policies can be used to capture such
differences. A traffic-differentiation policy assigns a coeffi-
cient (� 1) to an aggregate, which can be as broad as all TCP
traffic or as narrow as HTTP traffic to a specific server. Each
edge router is configured with a list of policies, which are
updated by the ISP based on traffic statistics. When an edge
router receives RATEð�; rÞ, it checks whether there is a
policy that matches �. If there is, the router sets the rate
limit of � to be c� r, where c is the coefficient of the policy.
If there is not, the router sets the rate limit to be r.

DPM consists of two phases. The first phase rapidly
reduces the exit rateAð�Þ below the desirable levelDð�Þ. The
second phase iteratively improves Að�Þ to be close toDð�Þ.

. Phase One: The coordinator starts with a multicast
messageRATEð�;Dð�ÞÞ,which sets the base rate to be
Dð�Þ at all edge routers. After that, the coordinator
continuously measures the exit rate Að�Þ. It reacts to
the new value of Að�Þ periodically after each time
interval T , which should be greater than the max-
imum round-trip delay between any two edge routers
and should allow enough time for the new rate limits
to take effect at the edge routers. For instance, a
reasonable value for T can be half a minute, as the
actual Internet round-trip delay is typically in tens or
hundreds of milliseconds.

The coordinator maintains a variable rp, which is
the base rate that it sends out in the previous RATE
message.After each time intervalT , it takes one of two
actions. If Að�Þ > ð1þ �ÞDð�Þ, the coordinator calcu-
lates r ¼ rp �minfDð�Þ=Að�Þ; 1=2g, and sends a
RATEð�; rÞmessage, which reduces the rate limits of
� at all edge routers at least by half. If Að�Þ �
ð1þ �ÞDð�Þ, it enters the second phase.

. Phase Two: After each time interval T , if ð1� �Þ
Dð�Þ � Að�Þ � ð1þ �ÞDð�Þ, no action is taken. If
Að�Þ < ð1� �ÞDð�Þ or Að�Þ > ð1þ �ÞDð�Þ,1 the co-
ordinator calculates r ¼ rp �Dð�Þ=Að�Þ. If r � Dð�Þ,
it sends a RATEð�; rÞ message; otherwise, it takes no
action.2

In order to prevent attackers from injecting forged RATE
messages, all edge routers must block any external packets
whose destination is the multicast address responsible for
the communication between the edge routers.

3.3 Removal of Rate-Limit Filters

Each rate-limit filter has an expiration time, after which the
filter should be removed. The lifetime of a rate-limit filter
must be sufficiently long to cover the duration of a typical
DoS attack; however, it should not be too long, causing
unnecessary overhead to the edge router even after the
attack stops. A reasonable default lifetime can be one day.
An edge router may keep a log of recently expired filters. If
an attack aggregate appears repetitively in the log, the
lifetime of a newly created filter for the aggregate should be
enlengthed, proportional to the number of expired filters for
the same aggregate. On the other hand, if a rate-limit filter
does not cause any packet to be dropped after its creation, it
can be removed sooner (e.g., after 10 minutes). Hence, filters
can be removed quickly from the edge routers that do not
receive any attack traffic, while those filters that effectively
block the attack traffic are left in the system. An exception is
that a filter should be kepted by an edge router if it is
repeatedly reinstalled after removal.

In an unsynchronized attack, a malicious host (with
delayed action) may participate in the attack after DPM
completes and the rate-limit filter at its edge router has been
removed (e.g., after 10 minutes of no packet match). In this
case, the victim will be flooded and subsequently trigger
DPM again, which starts Phase one from the base rate that
was left off previously. The new RATE messages will be
received by all edge routers and their rate limits will be
adjusted appropriately according to the protocol of DPM.

3.4 Analysis

We study two important performance metrics: convergence
time and survival ratio. The former answers the questions of
whether the system will stablize and how long it takes to
block out the attack traffic. The latter answers the questions
of how well the system controls collateral damage and what
percentage of legitimate traffic will survive the rate limiting
after the system converges. We only consider the survival
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2. Suppose all attack traffic withdraws in the middle of Phase two. If the

total arrival rate of legitimate traffic is smaller than ð1� �ÞDð�Þ, Að�Þ will
be always smaller than ð1� �ÞDð�Þ and the coordinator will keep sending
RATE messages with increasing r values. Hence, the coordinator should
stop once r reaches Dð�Þ.



ratio among customer networks that do not send attack
traffic. Proofs for all theorems in this and next sections can
be found in the Appendix.

Theorem 1. If the arrival rates of an aggregate � remain steady

at all edge routers and the total arrival rate is larger than

Dð�Þ, then it takes DPM at most ðblog2 C�n
1þ� c þ 1þ

b� log1�� 2cÞT time to stablize the exit rate such that

ð1� �ÞDð�Þ � Að�Þ � ð1þ �ÞDð�Þ, where C is the max-

imum coefficient for � at any edge router and n is the number

of edge routers.

Example 1. Suppose n ¼ 1; 000, C ¼ 100, � ¼ 5 percent, and
T ¼ 30 seconds. The maximum convergence time is

ðblog2 C�n
1þ� c þ 1þ b� log1�� 2cÞT ¼ ð17þ 13ÞT ¼ 30T ¼ 15

minutes. It takes no more than 17T ¼ 8:5 minutes to

reduce the exit rate such that Að�Þ � ð1þ �ÞDð�Þ. Then,
it takes no more than 13T ¼ 6:5 minutes to improve the

exit rate to within ð1� �ÞDð�Þ. The above is the worst-

case time. In our simulation, the average convergence

time for this configuration is less than four minutes.

Theorem 2. The survival ratio of legitimate traffic after DPM

converges is no less than

�
e2E�Ek

minfrðeÞ; 1��
�

e02E
cðe0Þ cðeÞDð�Þg

�
e2E�Ek

rðeÞ ;

where E is the set of all edge routers, Ek is the set of edge

routers that receive attack traffic, rðeÞ is the arrival rate of

legitimate traffic at e, and cðeÞ is the coefficient at e, 8e 2 E.

The above theorem gives a lower bound on the survival

ratio. Our simulation shows that the actual survival ratio is

close to one, even when 40 percent of customer networks

carry attack traffic.

Corollary 1. Suppose the total arrival rate of legitimate traffic is no

more thanDð�Þ and cðeÞ / rðeÞ, 8e 2 E. The survival ratio of

legitimate traffic after DPM converges is no less than 1� � .

The above corollary can be easily derived fromTheorem 2,

given the assumptions that �
e2E

rðeÞ � Dð�Þ and cðeÞ / rðeÞ,
8e 2 E. Itmeans that, if cðeÞ is configured tobeproportional to

rðeÞ, then the worst-case success ratio only depends on � ,

which is a configurable system parameter.
We have analyzed the worst-case performance with

respect to the system parameters. A smaller � means slower
convergence time and higher survival ratio. An adaptive
mechanism may be employed to make trade off between
convergence time and survival ratio. Suppose an ISP wants
the average convergence time to be bounded by a target
value. The ISP keeps track of the convergence times for the
past attacks. If the average convergence time is larger than
the target, � is gradually increased. If the average conver-
gence time is smaller than the target, � is gradually reduced
such that the best survival ratio can be achieved, given the
constraint for the convergence time.

4 DEFENSE PERIMETER BASED oN IP TRACEBACK
(DPIT)

A disadvantage of DPM is that, even when there is only one
flooding source, the rate-limit filters are temporarily placed
on all edge routers, though most are removed after a short
period of time since they do not cause any packet to be
dropped. In this section, we propose an alternative
approach, called DPIT, which generates less rate-limit
filters at the cost of additional overhead at the coordinator.
DPIT finds the flooding sources by IP traceback.

4.1 Perimeter-Based IP Traceback Problem

The problem is for the coordinator to determine where each
received packet enters the ISP perimeter. This allows the
coordinator to estimate the acceptance rate of each edge
router based on the received packets. The coordinator then
informs the edge routers with excessive acceptance rates to
perform rate-limit filtering. To do this, it must also
determine the IP addresses of the edge routers.

Unlike traditional IP traceback schemes that are de-
ployed across the Internet, the design philosophy of
perimeter-based defense requires that the deployment is
restricted to the perimeter, i.e., on the edge routers only. It
does not require the external Internet routers, the internal
core routers, or the victims to implement the traceback
functions.

4.2 Background

There exist numerous IP traceback proposals [7], [8], [9],
[10], [11], [12], [13], [16]. Some (e.g., Pi [16]) are not suitable
for our problem because they do not determine the router
addresses; the trackback marks carry only address hashes,
from which addresses cannot be recovered. Some others can
solve our problem, but not optimal because they are
designed to construct an attack tree, which is a harder
problem than finding the attack entry points along a
perimeter. These traceback schemes incur considerable
computation overhead [10], storage overhead [12], or
communication overhead [17] to keep track of the routers
that each packet traverses. Take [10] as an example. The
router addresses are encoded in the 16-bit IP identification
field. Each packet can only carry a fragment of an address.
The receiver has to piece up the fragments correctly to
identify individual routers and form an attack tree. To
accomplish this, hash bits are also carried in the IP
identification field, and exhaustive combinations among
the fragments are performed to identify those combinations
with matching address bits and hash bits. In its original
design, the computation is supposed to be done by an end
system, which can be a designated machine. In addition, it
can focus on a narrow band of traffic, and there is no real-
time requirement. In our problem setup, however, such
computation burden can be destructive because it is done
by a router, specifically, the coordinator.

In the following, we propose three perimeter-based IP
traceback solutions. The first two are simpler but have
certain requirements on the system. The third one removes
those requirements.

4.3 Solution 1

The simplest solution is to assign a unique ID to each edge
router. An edge router replaces the IP identification field
with its ID before accepting a packet into the ISP. This
approach requires each edge router to keep a mapping
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database between IDs and IP addresses. Note that there is
not just a single coordinator; any edge router can be a
defense coordinator when its customer network is under
attack. An ISP may have tens of thousands of edge routers.
Whenever a new edge router is added or the address of an
existing one is changed, the mapping databases at all edge
routers must be updated, which is undesirable from the
management point of view, considering that an ISP may
have many separate management teams, each for a different
geographical region or business domain. To solve this
problem, we introduce two fully-distributed multifield
solutions that do not maintain the mapping database at
any edge router.

4.4 Solution 2

The structure of the 16-bit traceback mark is shown in Fig. 2.
Suppose the ISP possesses an address space of 2x, e.g., x ¼ 24
in case of a Class A network. Since ð32� xÞ address bits are
fixed, only x bits need to be encoded. These bits are
partitioned into 2-bit fragments. Each packet carries one
fragment, which is selected randomly with equal probabil-
ities. There need d ¼ dlog2 x

2e offset bits to identify the location
of the fragment in the address. The rest ð16� d� 2Þ bits store
the router ID. When the coordinator receives the marked
packets, it can group the address fragments based on router
IDs, without performing exhaustive combinations.

A problem is that the number of router-ID bits places an
upper bound (216�d�2) on the number of edge routers. A
simple solution is to loosely synchronize the system clocks of
all edge routers. Let� be themaximum clock skew. The edge
routers are placed into groups; the group ID and the router ID
together uniquely identify a router. Let g be the number of
groups and P be a time period larger than 2�. Starting from
time t ¼ 0, during each period t 2 ½iP ; ðiþ 1ÞP Þ; 8i 2 Z, only
the routers in the ði mod gÞth group perform traceback
marking, while the other routers simply set the router-ID
bits tobe all zeros, a reserved ID that shouldnotbe assigned to
any router. The coordinator examines the traceback marks
with nonzero router IDs during iP þ� < t < ðiþ 1ÞP ��
for the ði mod gÞth group.

4.5 Solution 3

Solution 2 has two requirements: unique router-ID assign-
ment and loosely-synchronized system clocks. Our third
solution removes these requirements. The construction of
the traceback mark is shown in Fig. 3. The hash field carries
the hash value of a router address, e.g., by selecting ð16�
d� 3Þ bits from MD5(address). From the received traceback
marks, the coordinator maintains a table that maps each
hash value to a set of address fragments and their offsets.
Given a hash value, if there is exactly one fragment for each
offset, then there is no address conflict; if there are more
than one fragment for an offset, then two or more router
addresses have the same hash value. These conflicting
addresses may share some identical fragments but differ in
the other fragments (called conflicting fragments), which we
must separate in order to construct the correct router

addresses. The fragments from the same address (router)
have the same arrival frequency at the coordinator. We have
the following two cases:

Case 1: If the packet rates from the conflicting addresses
(routers) are different, we can easily separate the conflicting
fragments into different groups based on their arrival
frequencies, where each group corresponds to one router
address.

Case 2: If the packet rates from the conflicting addresses
(routers) are too close to tell the difference, the conflict is
resolved by the flag bit. Each edge router sets the flag bit of
the traceback mark with certain probability, which is
randomly chosen but may change periodically. While the
fragments from the same address have the same flagged
arrival frequency at the coordinator, those from different
addresses most likely have different flagged frequencies,
which allows the coordinator to set them apart.

There may exist rare cases where even the flagged
frequencies cannot resolve the hash conflict. Now, because
the coordinator cannot identify the individual conflicting
addresses, it is not able to inform those routers to install rate
limits when they carry attack traffic. If this happens, the
coordinator has to act on behalf of those routers by filtering
packets that carry the unresolved hash values in their
traceback marks.

4.6 Identifying and Blocking DDoS Attack Sources

The coordinator starts the defense by inspecting the
traceback marks of all � packets. Using the perimeter-based
IP traceback, it can determine the addresses of the edge
routers from which it receives � packets and estimates the
data rate from each router. The coordinator creates a table,
called DPIT table. Each table entry consists of three
elements: the IP address e of an edge router, the estimated
acceptance rate re, and the estimated coefficient ce (initi-
alized to be one).

At the end of each time interval T , if Að�Þ � ð1þ �ÞDð�Þ,
no action is taken by the coordinator. If Að�Þ > ð1þ �ÞDð�Þ,
the coordinator calculates a base rate r such that

ð1� �ÞDð�Þ � �
e2E

minfcer; reg � Dð�Þ; ð1Þ

where E is the set of edge routers in the table. This can be
done by a binary-search-like algorithm.

CalcBaseRate(E)

(1) l 0; h Dð�Þ; r ðlþ hÞ=2
(4) while ( �

e2E
minfcer; reg < ð1� �ÞDð�Þ

(5) or �
e2E

minfcer; reg > Dð�Þ)
(6) if ( �

e2E
minfcer; reg < ð1� �ÞDð�ÞÞ

(7) l r

(8) else

(9) h r

(10) r ðlþ hÞ=2
(11) return r
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The basic idea of DPIT is that, if every edge router e sets
its rate limit to be cer, then the new acceptance rate at e will
become minfcer; reg. Assume that packet loss due to
network congestion inside the ISP network is insignificant.
Að�Þ is equal to the summation of the new acceptance rates
of all edge routers. By (1), ð1� �ÞDð�Þ � Að�Þ � Dð�Þ.

One observation is that, if re � cer, the installation of a
rate limit cer at e is not necessary because the rate of �
coming out of e is already under the limit. To install those
necessary rate-limit filters, the coordinator sends a unicast
RATEð�; r; ceÞ message to every e 2 E with re > cer. Note
that the RATE message in DPIT is different from that in
DPM: It has an extra field to carry ce and it is a unicast
message. When e receives the message, if it has already a
filter for �, it changes the rate limit to cr, where c is the
coefficient of �; otherwise, it creates a new filter for � with
rate limit cr. If c is different from ce (received from the
RATE message), e sends a COEFðcÞ message back to the
coordinator, which updates the table and changes the value
of ce to be c.

Because the initial value of ce in the DPIT table is always
one and may be smaller than the actual coefficient, some
edge routers may set the rate limits higher (cr instead of
cer), which causes more traffic to be accepted. For every
subsequent time interval T , the coordinator repeats the
calculation of r and sends out new RATE messages, until
Að�Þ falls between ð1� �ÞDð�Þ.

The removal of the rate-limit filters is done similarly as
described in Section 3.3.

4.7 Analysis

Theorem 3. If the arrival rates of an aggregate � remain steady at
all edge routers and the total arrival rate is larger than Dð�Þ,
then it takes DPIT atmost ðb1=�c þ 2ÞT time to stablize the exit
rate such that ð1� �ÞDð�Þ � Að�Þ � ð1þ �ÞDð�Þ.

Example 2. For � ¼ 5 percent, the worst-case time complex-
ity is 22T , independent of the ISP size.

Theorem 4. The survival ratio of legitimate traffic after DPIT
converges is no less than

�
e2E�Ek

minfrðeÞ; 1��
�

e02E
cðe0Þ cðeÞDð�Þg

�
e2E�Ek

rðeÞ ;

where E is the set of all edge routers, Ek is the set of edge
routers that receive attack traffic, rðeÞ is the arrival rate of
legitimate traffic at e, and cðeÞ is the coefficient at e, 8e 2 E.

Corollary 2. Suppose the total arrival rate of legitimate traffic is
no more than Dð�Þ and cðeÞ / rðeÞ, e 2 E. The survival ratio
of legitimate traffic after DPIT converges is no less than 1� � .

5 COOPERATION AMONG NEIGHBORING ISPS

Two neighboring ISPs, if both implement DPM or DPIT, can
cooperate to narrow the rate-limit filtering towards the
actual attackers. Fig. 4 illustrates the idea. Consider an
attack aggregate �. In ISP2, Link 6 is the exit link of �. The
traffic then passes ISP1 and takes Link 1 as the exit link to
reach the destination. One attacker is shown in the figure,
which generates a large volume of � and causes a DoS
attack at a victim host behind Link 1. Legitimate traffic of �

enters ISP1 and ISP2 from other edge routers with much
smaller arrival rates.

Under the attack, the victim signals router A to initiate
the defense. With either DPM or DPIT, a rate-limit filter will
be installed at router B, which blocks most of the attack
traffic. Consequently, the exit rate on Link 1 drops to the
normal level, and packets of � from Links 2, 3, 4, and 5 can
reach the victim host. However, packets from Links 7, 8, 9,
and 10 are still mixed with the attack traffic and, thus, rate-
limited together with the attack traffic. Router B treats itself
as under a DoS attack, and the rate limit specified in the
filter is the desirable rate of � from ISP2. It signals router C
to initiate the defense in ISP2. A rate-limit filter is
consequently stalled at router D, which reduces the exit
rate on Link 6 to the desired rate and allows the packets
from Links 7, 8, 9, and 10 to pass into ISP1 without being
blocked. The filter at router B is then removed if it does not
drop packets. The defense mechanisms implemented in
ISP1 and ISP2 do not have to be the same.

A nice property of our perimeter-based defense is that
good behavior is rewarded; ISPs that deploy the system can
benefit from the existing deployment in the peer ISPs. A
different rewarding property exists within an ISP. As we
will see in the next section, the survival ratios for customer
networks that do not generate attack traffic are close to one,
while those that harbor malicious hosts may suffer. It
rewards the customers that protect their hosts from being
compromised.

We want to stress that the cooperation between ISPs is
voluntary. Although the cooperation brings significant
value, the defense operations within one ISP does not need
the support from other ISPs. In the above example, suppose
ISP2 does not implement DPM/DPIT. The attack traffic will
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still be blocked at B. The customers within the defense
coverage, i.e., those behind Links 2-4, can still access the
victim host, but the customers outside of the defense
coverage, i.e., those behind Links 7-10, can no longer access
the victim host. The anti-DDoS service is only offered to the
customers within the defense coverage.

6 SIMULATION

We use simulations to evaluate DPM and DPIT in terms of
average convergence time and average survival ratio. The
default simulation parameters are given as follows. The ISP
has 1,000 edge routers connecting to its customer networks.
Consider a server under a DDoS attack. The desirable rate to
the server is 10,000 kbps (kilobits per second). The policy
coefficients for the traffic at the edge routers follow an
exponential distributionwith themean equal to five. Initially,
thedistributionof legitimate traffic follows thedistributionof
the coefficients. The average arrival rate per edge router is
equal to 7 kbps. The total arrival rate of legitimate traffic is
thus 7,000 kbps. The simulation is performed at ticks of
6 seconds each. The arrival rate of legitimate traffic at each
edge router fluctuates up to �50 percent over each tick. The
attack traffic enters the ISP from 100 randomly selected edge
routers with an average attack rate of 400 kbps, following an
exponential distribution.3 Although a DDoS attack may
involve a large number of compromised hosts, they typically
reside on a small number of networks (such as the February
2000 attack on Yahoo and [18]). The default choice of
10 percent edge routers carrying attack traffic is not due to
the limitation of DPM and DPIT. One of our simulations will
scale this percentage up to 95 percent. The arrival rate of
attack traffic at an edge router fluctuates up to �20 percent-
over each tick. The time interval T for periodic update of rate
limits is 30 seconds for both DPM and DPIT. � ¼ 5 percent.
The default parameters are always assumed unless the
figures indicate otherwise.

6.1 Effectiveness against DDoS

Our first simulation demonstrates that DPM and DPIT
respond quickly against DDoS by establishing the appro-
priate rate limits at the edge routers, which block most
attack traffic while allowing most legitimate traffic to pass.

Fig. 5 shows how DPM reacts to a DDoS attack. The five
curves describe the total arrival rate of attack traffic, the
total exit rate toward the server, the exit rate of attack traffic,
the exit rate of legitimate traffic, and the desirable rate. The
attack starts at time = 1 min, and the total exit rate shoots
up, which floods the server. After DPM is activated, as the
rate limits are decreased at each time interval, the total exit
rate is reduced. The figure shows that, while more and
more attack traffic is filtered, the exit rate of legitimate
traffic changes little. Phase one terminates at time = 4.5 min
after the total exit rate drops below the desireable rate.
Then, Phase two gradually improves the total exit rate to
approach the desireable rate. Combining the two phases,
the convergence time is 5 minutes (from time = 1 min to
time = 6 min). DPM is reactivated at time = 7 min due to
traffic fluctuation and lasts for another minute. Fig. 6 shows
how DPIT reacts to the same DDoS attack. DPIT reduces the
total exit rate more quickly toward the desireable rate. Its
convergence time is 1.5 minutes. DPIT is reactivated at time
= 4 min due to traffic fluctuation and another rate-limit
update is made.

When the exit rate Að�Þ is above the server’s capacity,
after the traffic exits the ISP and reaches the server, the
server must randomly drop the excess packets and accept
the arrival traffic up to its capacity. Fig. 7 shows the survival
ratio at the server, which is the percentage of all legitimate
traffic that arrives at and is accepted by the server. After the
attack starts, the survival ratio drops below 27 percent as
the server drops most legitimate traffic due to overwhelm-
ing total arrival rate (total exit rate from the ISP’s point of
view). It then recovers quickly and stays above 92 percent
after DPM/DPIT converges.

Fig. 8 shows that the survival ratio at the server for
nonattacking client networks only is consistently above
99.99 percent after convergence; for these customers, the
dropped traffic can be easily handled by TCP retransmission.

6.2 Scaling with the Number of Attacking Customer
Networks

Our third simulation demonstrates that, even when
40 percent of all customer networks send attack traffic,
DPM and DPIT can still protect the rest customer networks
from being affected.

Fig. 9 presents the average convergence time and
survival ratio with respect to the percentage of customer
networks that have attackers (or compromised hosts). The
left plot shows that both DPM and DPIT converge faster
when there are more attackers, due to higher rate of attack
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Fig. 5. DPM.

3. Suppose the attack is launched from compromised hosts on
100 different customer networks. Some hosts may have high-speed Internet
connections while some others may have low-speed links.

Fig. 6. DPIT.



traffic and, thus, faster reduction of rate limits according to
the design of DPM/DPIT. The right plot shows that the
survival ratio of legitimate traffic (at the server for
nonattacking customer networks) is close to 100 percent
unless more than 40 percent of all customer networks
attack. It is consistently true in all our simulations that most
blocked legitimate traffic comes from attacking networks.

We also performed simulations with the ISP scaling from
1,000 to 10,000 edge routers. The average convergence time
and the average survival ratio are largely insensitive to the
size of the ISP.

6.3 Communication Overhead

The communication overhead of DPM is one multicast
message per time interval, and the message reaches every
edge router. The average communication overheadofDPIT is
shown in Table 1. The number of (unicast) messages sent by
DPIT per time interval is much less than the number of edge
routers. The overhead is not significant considering that the
time interval is set to be 30 seconds and DPIT typically
converges after two to three intervals as shown in the
previous figures. While DPIT performs consistently better
than DPM in terms of convergence time, its coordinator may
have to process hundreds ofmessages per time intervalwhile
DPM’s coordinator needs to process only one. When the
attack traffic comes from a small number of customer
networks, DPIT is a better choice. On the other hand, when
the attack traffic comes from a large number of different

customer networks, DPM scales better due to less computa-
tion/storage overhead at the coordinator.

6.4 Unsynchronized Attacks

Our fifth simulation studies the unsynchronized attacks.
In the simulation, 50 customer networks start an attack at
time = 1 min, 25 additional networks join the offense after
each 11-minute interval at time = 12, 23, 34, 45, and 55,
respectively, and 25 more networks join the offense at
random times between 1 and 60 min. For DPM, an edge
router will remove a rate-limit filter if it does not cause
any packet to drop for 10 minutes after its creation, but
will keep the filter if it is reinstalled twice after removal
(Section 3.3).

Fig. 10 shows the survival ratio of legitimate traffic (at
the server for nonattacking customer networks) when DPM
is implemented. For the initial 50 attacking networks, it
takes 4.5 minutes (from time = 1 to 5.5 min) for DPM to
converge and achieve close to one survival ratio. For the
subsequent 25 attackers at time = 12 (or 23) min, because the
filters have been removed from most edge routers (except
for the 50 initial attackers) at time = 11 (or 22) min, the
attack traffic is able to enter the ISP and cause the survival
ratio to drop, which triggers DPM again to restore the filters
at all edge routers and return the survival ratio to about
one. The convergence time is very small because the initial
base rate of this DPM is the final base rate of the previous
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Fig. 7. Survival ratio at the server. Consider legitimate traffic from all

customer networks.

Fig. 8. Survival ratio at the server. Only consider legitimate traffic from

nonattacking customer networks, i.e., those networks that do not

generate attack traffic.

Fig. 9. Convergence time and survival ratio with respect to percentage of customer networks that generate attacker traffic.



DPM (whose initial base rate is Dð�Þ, causing much larger
convergence time). For the 25 new attackers at time = 34 (or
45, 55) min, because the edge routers keep the filters after
two reinstallations at time = 12 and 23 min, most new attack
traffic cannot pass their edge routers and their impact on
survival ratios is small.

The simulation results for DPIT are omitted. They are

comparable to those for DPM.

6.5 Attacks across ISPs

Our sixth simulation studies attacks across ISPs. Consider
the example in Fig. 4. Suppose each ISP has 500 customer
networks, of which 50 networks attack. ISP1 implements
DPM. We consider two cases: 1) ISP2 does not implement
the perimeter-base defense (Fig. 11), and 2) ISP2 imple-
ments DPM (Fig. 12). In both cases, the survival ratio for
nonattacking networks in ISP1 is close to one. The survival
ratio for nonattacking networks in ISP2 depends on
whether ISP2 implements DPM.

7 LIMITATION

As demonstrated by our analysis and simulations, DPM
and DPIT can effectively protect the legitimate traffic from
customer networks that do not carry attack traffic. How-
ever, they are ineffective for legitimate traffic from customer
networks that contain compromised hosts and send attack
traffic. The reason is that the legitimate traffic from those
networks are indistinguishable from the attack traffic. To
solve this problem, the cooperation from the customer side
will be necessary, and the perimeter-based defense alone is
not sufficient.

8 CONCLUSION

The edge routers form a natural boundary between the ISP
network and the rest of the Internet. This boundary, called
the ISP perimeter, can be turned into a defense barrier
against network intrusions. We proposed two perimeter-
based defense mechanisms, DPM and DPIT, which mitigate
DDoS attacks by blocking the flooding sources while
allowing most legitimate traffic to reach the destination.
To the best of our knowledge, this is also the first work that
studied perimeter-based IP traceback and proposed three
solutions. Our analysis and simulations demonstrated that
DPM and DPIT selectively block out the attack traffic and
quickly converge to the desirable rate. We also discussed
how neighboring ISPs can cooperate to improve the
performance.

APPENDIX

PROOFS

Proof of Theorem 1. We first compute the maximum time

for Phase one to complete. Initially, the coordinator

sends a RATEð�;Dð�ÞÞ message, and the highest rate

limit at any edge router is C �Dð�Þ. After that, one

RATE message is sent after each time interval T as long

as Að�Þ > ð1þ �ÞDð�Þ. Suppose Phase one sends m1

RATE messages. Each RATE reduces the rate limits at all

edge routers at least by half. When the highest rate limit
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TABLE 1
Average Numbers of RATE and COEF Messages Sent by DPIT
per Time Interval with Respect to Number of Edge Routers and

Number of Attacking Customer Networks

Fig. 10. Survival ratio under unsynchronized attack.

Fig. 11. ISP1 implements DPM; ISP2 does not.

Fig. 12. Both ISP1 and ISP2 implement DPM.



among all edge routers drops below ð1þ�ÞDð�Þ
n , we have

Að�Þ � ð1þ�ÞDð�Þn n ¼ ð1þ �ÞDð�Þ, which will cause Phase

one to complete. Therefore, prior to the last RATE, the

highest rate limit (C �Dð�Þ � ð12Þ
m1�1) should be greater

than ð1þ�ÞDð�Þn .

C�Dð�Þ � 1

2

� �m1�1
>
ð1þ �ÞDð�Þ

n

m1 < log2
C � n

1þ �
þ 1:

Since m1 is an integer, we have m1 � blog2 C�n
1þ� c þ 1.

The maximum time for Phase one to complete is thus
ðblog2 C�n

1þ� c þ 1ÞT .
Next, we consider Phase two. There are two cases.
Case one: Prior to the last RATE message of Phase one,

if Dð�Þ=Að�Þ < 1=2, then r ¼ rp �Dð�Þ=Að�Þ. Since the
rate limits at all edge routers are reduced by a factor of
Dð�Þ=Að�Þ, the exit rate of � will be reduced at most by a
factor of Dð�Þ=Að�Þ. Hence, after the last RATE message,
we must have Að�Þ � Dð�Þ. Since it is the end of Phase
one, we also have Að�Þ � ð1þ �ÞDð�Þ. Therefore, no
message will be sent in Phase two.

Case two: Prior to the last RATE message of Phase one,
if Dð�Þ=Að�Þ � 1=2, then r ¼ rp=2. Because the RATE
message cuts the rate limits at all edge routers by half
and Að�Þ > ð1þ �ÞDð�Þ before the message, we must
have Að�Þ > ð1þ �ÞDð�Þ=2 after the message.

The goal of Phase two is to send RATE messages that
gradually increase Að�Þ to within ð1� �ÞDð�Þ. Suppose
Phase two sendsm2 RATE message. Each RATE message
increases the rate limits by a factor of Dð�Þ=Að�Þ.
Consequently, the exit rate is increased at most by a
factor of Dð�Þ=Að�Þ. Hence, Að�Þ will remain smaller
than Dð�Þ after each RATE message. It follows that the
total increase in rate limits by all m2 RATE messages
should be smaller than a factor of 2. Otherwise, the rate
limits would become no less than those prior to the last
RATE message of Phase one, which would mean
Að�Þ > ð1þ �ÞDð�Þ.

Prior to each RATE message, Að�Þ < ð1� �ÞDð�Þ;
otherwise, the RATE would not be sent. r ¼ rp �
Dð�Þ=Að�Þ > 1

1�� rp.m2 can be calculated as follows:

1

1� �

� �m2

< 2

m2 < � log1�� 2:

Since m2 is an integer, we have m2 � b� log1�� 2c. The
maximum time for Phase two to complete is thus
b� log1�� 2c � T .

Therefore, the total time for DPM to complete is no
more than ðblog2 C�n

1þ� c þ 1þ b� log1�� 2cÞT . If the total
arrival rate is greater than Dð�Þ, DPM completes only
when ð1� �ÞDð�Þ � Að�Þ � ð1þ �ÞDð�Þ. tu

Proof of Theorem 2. Let r be the last base rate that the

coordinator sends before DPMconverges. The rate limit at

e 2 E is cðeÞr. After DPM converges, if Að�Þ < ð1� �Þ
Dð�Þ, r � Dð�Þ because, otherwise, DPM would not have

stopped. In this case, the survival ratio is 100 percent. If

Að�Þ � ð1� �ÞDð�Þ, we have

�
e2E

cðeÞr � Að�Þ � ð1� �ÞDð�Þ

r � 1� �

�
e2E

cðeÞDð�Þ:

Theacceptance rate of legitimate traffic at e,8e 2 E � Ek, is

minfrðeÞ; cðeÞrg � minfrðeÞ; 1� �

�
e02E

cðe0Þ cðeÞDð�Þg:

Therefore, the survival ratio is no less than

�
e2E�Ek

minfrðeÞ; 1��
�

e02E
cðe0Þ cðeÞDð�Þg

�
e2E�Ek

rðeÞ :

ut

Proof of Theorem 3. Suppose the defense starts at time 0. Let

E be the set of edge routers whose arrival rates of � is not

zero. At time 0, 8e 2 E, the arrival rate equals to the

acceptance rate, denoted as re;0. Suppose the exit rate

stablizes after k time intervals with ð1� �ÞDð�Þ �
Að�Þ � ð1þ �ÞDð�Þ. We determine the worst-case value

of k in the following.
RATE messages are sent out at time iT , 1 � i � k.

Immediately before time iT , the estimated coefficient
and acceptance rate for e 2 E in the DPIT table is
denoted as ce;i�1 and re;i�1, respectively. ce;i; 0 � i < k;
takes one of two values: one or the correct coefficient for
� at e. The value is one until the first RATE message is
sent to e and a COEF message is subsequently received
from e. From then on, it becomes the correct coefficient.

At time T , a base rate r1 is calculated such that

ð1� �ÞDð�Þ � �
e2E

minfce;0 � r1; re;0g � Dð�Þ: ð2Þ

Let E1 ¼ fe j re;0 > ce;0 � r1; e 2 Eg. RATE messages are

sent to E1. By (2), we have

�
e2E�E1

re;0 � Dð�Þ: ð3Þ

At time iT , 1 < i < k, a base rate ri is calculated such
that

ð1� �ÞDð�Þ � �
e2E

minfce;i�1 � ri; re;i�1g � Dð�Þ: ð4Þ

Let Ei be the subset of E such that 8e 2 Ei, 1) re;i�1 >

ce;i�1 � ri and 2) no RATE message has been sent to e

previously. 8e 2 Ei; ce;i�1 ¼ 1. After RATE messages are

sent, the new exit rate is noted as Aið�Þ. We must have

Aið�Þ � �
e2E�Ei

minfce;i�1 � ri; re;i�1g þ �
e2Ei

re;0

because only the edge routers in Ei may set rate limits

higher than ce;i�1 � ri and possibly allow all arrival

traffic (re;0) to be accepted. Since i < k, we also have

Aið�Þ > ð1þ �ÞDð�Þ; otherwise, Aið�Þ would stablize

right away before k time intervals. Hence,
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�
e2E�Ei

minfce;i�1 � ri; re;i�1g þ �
e2Ei

re;0 > ð1þ �ÞDð�Þ

Dð�Þ þ �
e2Ei

re;0 > ð1þ �ÞDð�Þ

�
e2Ei

re;0 > �Dð�Þ:

Since the above is true for all 1 < i < k, we have

�
k�1

i¼2
ð �
e2Ei

re;0Þ > ðk� 2Þ�Dð�Þ:

Because Ei � E and Ei \Ej ¼ ;; 8i; j; 1 � i < k; 1 � j <

k; i 6¼ j, we have

�
e2E�E1

re;0 > ðk� 2Þ�Dð�Þ:

By (3), we have

Dð�Þ > ðk� 2Þ�Dð�Þ

k <
1

�
þ 2:

Because k is an integer, we have k � b1=�c þ 2. Hence,

the worst-case convergence time is ðb1=�c þ 2ÞT . tu
The proof of Theorem 4 is identical to that of Theorem 2.
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