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Our study focused on fair packet scheduling and bandwidth management in

CSMA/CA based wireless networks. We address the fairness problem for MAC-layer

links and study end-to-end service differentiation and rate assurance for multihop flows.

Fine-level rate control, particularly meeting rate requirements and differentiating

various types of end-to-end traffic, remains an open problem for multihop wireless

networks. Traditionally, rate assurance in wired networks is achieved through resource

reservation and admission control, which can be efficiently implemented since the

bandwidth capacity of each communication link is known and the sender of a link has

the information of all flows that compete for the bandwidth of the link. In a wireless

network, however, the capacity of each wireless link can change unpredictably over time

due to contention from nearby links and dynamic channel conditions. An end-to-end

flow consumes available bandwidth not only at links on its route but also at all nearby

contending links, which makes resource reservation extremely complicated.

We propose a new adaptive rate control function based on two novel techniques,

called proportional packet scheduling (PPS) and dynamic weight adaptation with floor

and ceiling (DWA). PPS distributes channel bandwidth among MAC (one-hop) flows

in proportion to their weights. DWA adapts flows’ weight according to their rate

requirements and priorities. End-to-end traffic is classified into two categories: best-effort

flows and QoS flows with rate requirements. The QoS flows are assigned with different
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priorities. PPS and DWA together achieve three important objectives without resource

reservation and admission control. First, when bandwidth contention arises, the rate

requirements of the QoS flows are satisfied in the order of priorities. Second, beyond the

rate requirements, the rest bandwidth is allocated to the flows in a differentiated manner,

taking both bandwidth demand and priority into consideration. Third, no flow is starved

and all bandwidth is effectively utilized.

Another important problem is on how to achieve fairness for the MAC-layer links in

multiple contending WLANs or multihop networks, where the carrier sensing range and

the interference range are much larger than the transmission range. We demonstrate that

CSMA/CA networks, including IEEE 802.11 networks, exhibit severe fairness problem in

many scenarios. Most existing solutions require nodes to overhear transmissions made by

contending nodes and, based on the overheard information, adjust local rates to achieve

fairness among all contending links. Their underlying assumption is that transmissions

made by contending nodes can be overheard. However, this assumption holds only when

the transmission range is equal to the carrier sensing range, which is not true in most

real networks. As our study reveals, the overhearing-based solutions, as well as several

non-overhearing AIMD solutions, cannot achieve MAC-layer fairness in various settings.

We propose a new rate control protocol, called PISD (Proportional Increase

Synchronized multiplicative Decrease). Without relying on overhearing, it provides

fairness in CSMA/CA networks, particularly IEEE 802.11 networks, by using only

local information and performing localized operations. It combines several novel rate

control mechanisms, including synchronized multiplicative decrease, proportional

increase, and background transmission. PISD works precisely for scenarios where all

MAC flows mutually contend but has limitations when applied to networks consisting

multiple contention groups. We develop PISD further and propose two new schemes to

overcome the limitations. We prove that flows’ rates attained under the two new schemes

approximate proportional fairness.
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CHAPTER 1
INTRODUCTION

Wireless technologies have come a long way, from the radio technologies that

allow data bits to be exchanged between two physically-disconnected devices, to the

multiple access technologies that allow a group of devices to share a common wireless

communication channel, and to the routing technologies that allow out-of-range devices

to communicate via multihop wireless paths. Following the enormous success of WLAN,

multihop wireless networks, including mesh networks, ad-hoc networks, sensor networks,

are expected to lead in the next wave of deployment. To improve their applicability in

practice, not only must these networks provide a robust and efficient communication

service, but also they should provide flexible tools for traffic engineering in order to

support diverse user applications.

1.1 Service Differentiation and Rate Assurance Based on Weighted Fair
Packet Scheduling

In multihop wireless networks, rate control is an important function for meeting rate

requirements and differentiating various types of end-to-end data flows. Fine-level rate

control remains an open problem in multihop wireless networks, particularly those based

on the popular CSMA/CA protocols. The large body of literature for wired networks

cannot be applied to wireless networks due to their fundamental differences. Meeting rate

requirements is traditionally implemented through resource reservation and admission

control in wired networks, which can be efficiently done since the bandwidth capacity

of each communication link is known and the sender of a link has the information of all

flows that compete for the bandwidth of the link. However, in a wireless network based on

CSMA/CA, the capacity of a wireless link is undefined and may change drastically over

time, depending on the load of the contending links, the relative positions of the links,

and the channel conditions. Even the channel capacity varies from place to place and from

time to time due to environmental noise, obstacles, multipath fading, and multi-rate links.

For instance, when IEEE 802.11b links select different rates (11Mbps, 5Mbps, 2Mbps
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and 1Mbps) based on their levels of signal strength, the channel capacity is a variable

dependent upon how much time each link occupies the channel. Other unpredictable

factors can also come into play. For example, when two wireless networks with overlapping

channels are deployed in the same area, the channel capacity perceived by one network

will depend on the activities of the other. Admission control cannot be performed if the

link/channel capacity is dynamic.

Resource reservation in multihop wireless networks also has problems. An end-to-end

flow consumes bandwidth not only at links on its route but also at all nearby contending

links, which makes resource reservation extremely complicated. With spatial channel

reuse, the local channel perceived by each wireless link is different because each link has

a different set of contending links. Two contending links will consume bandwidth in each

other’s perceived channel. Consider a new flow whose rate requirement is r and routing

path is a → b → c → d. In order to support the flow, the channel where link (a, b) resides

should have 3r residual (unused) bandwidth because (a, b), (b, c) and (c, d) mutually

contend and they will each consume r bandwidth in the channel when carrying the flow

(assuming IEEE 802.11 DCF). Similarly, the channels where other links of the routing

path reside also need more than r residual bandwidth for the flow. Even links outside

of the path need residual bandwidth to support the flow. Consider a nearby link (x, y)

that contends with (a, b). Suppose its channel is already saturated due to heavy traffic on

some other contending links. Now if we add the new flow, as the rate on (a, b) is increased,

the rate on (x, y) will be driven down, causing the violation of the previous resource

reservation made on (x, y). Determining how much bandwidth (x, y) needs in order to

support the new flow is not an easy task. It depends on how much channel spatial reuse

can be done between (a, b) and other links contending with (x, y). Therefore, resource

reservation requires coordination among links on the route and all other links that contend

with them.
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Facing the above challenges, the past research has followed three directions. The

first direction is to restrict the study on wireless LANs [1–4]. When every link sees the

same channel with the same set of contending links, many of the above problems are

either avoided or much simplified. A different restriction can be assuming each node

transmits at a different frequency [5]. The second direction is to work on coarse-level

service differentiation that does not provide rate assurance [6–9]. For example, different

backoff policies [7] or different contention window sizes [6] are assigned to packets

of different classes to provide qualitative scheduling preferences. IEEE 802.11e [10]

belongs to this category when it is applied in a multihop wireless network. The third

direction is to design heuristics to address the hard problems in resource reservation

and admission control. Most work focuses on establishing a heuristic approach for each

node to estimate its channel’s residual bandwidth, which will be used to guide admission

control. The bandwidth estimation is made based on channel idle time [6; 11], average

packet transmission delay [12; 8; 2], or channel-access probabilistic models [13–16]. As

detailed analysis in [16] points out, none of them considers the impact of hidden terminals

in multihop wireless networks, and each will perform poorly under certain scenarios.

Moreover, the residual bandwidth measured may continuously change due to dynamic

channel conditions, and estimating bandwidth does not solve the complicated resource

reservation problem discussed previously.

Instead of taking a head-on approach to address the difficult problems of resource

reservation and admission control, we want to take a step back and ask whether resource

reservation and admission control, legacy from wired networks, are suitable for multihop

wireless networks. We want to find an alternative solution for wireless networks that

can not only solve the problems but also have a much simpler design. In this study,

we propose to replace admission control and resource reservation with a simple yet

effective adaptive rate control function suited for handling network/traffic dynamics. It

automatically adapts the bandwidth distribution to satisfy the rate requirements of as
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many flows as possible in the order of their priorities. This global objective for all end-

to-end flows in the network should be implemented solely based on localized operations.

The adaptive rate control should not require the exchange of any topological or per-flow

information among contending nodes, nor should it rely on the accurate measurement of

link or channel capacities.

We classify end-to-end traffic into two categories: best-effort flows and QoS flows with

minimum rate requirements. The QoS flows are assigned to service classes of different

priorities. We have the following three objectives for rate control. The rate assurance

objective requires QoS flows to be supported in the order of priorities. A higher-priority

flow can preempt the bandwidth of a lower-priority flow. Following the priority order, the

network should support as many QoS flows as possible. Beyond meeting the minimum rate

requirements, the bandwidth differentiation objective requires the remaining bandwidth to

be allocated to end-to-end flows based on their priorities as well as bandwidth demand. A

flow with a higher minimum rate requirement and a higher priority should receive a larger

amount of extra bandwidth. The no-starvation/maximum-utilization objective requires

that no flow is starved and all network bandwidth is utilized when possible.

To achieve the three objectives, we design our adaptive rate control function based on

two novel techniques [17]. First, we enhance CSMA/CA protocols for weighted bandwidth

allocation through a new technique, called proportional packet scheduling (PPS), which

distributes channel bandwidth among MAC (one-hop) flows in proportion to their weights.

Comparing with the existing schemes, PPS realizes weighted bandwidth allocation in a

fine granularity and achieves better throughput due to reduced radio collision. It is also

the first fully distributed solution that achieves provable weighted maxmin fairness in

CSMA/CA networks of dynamic channel conditions, with a bounded error that can be

made arbitrarily small.

Second, working on top of PPS, a new technique called dynamic weight adaptation

with floor and ceiling (DWA) is proposed, which allows each MAC flow to independently
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adapt its weight based on local information and acquire an appropriate fraction of channel

bandwidth. We show that, when the weights of the MAC flows are adapted between

certain upper bounds (ceilings) and lower bound (floors), the above introduced three

objectives can be met. Adaptation at the MAC layer is common, but such adaptation

designed for end-to-end objectives is not. The proposed technique demonstrates great

flexibility in bandwidth distribution, yet it is simple to implement, which is important for

practical wireless systems.

1.2 Fair Bandwidth Allocation in CSMA/CA Networks

Another part of our study focused on solving the fairness problem in the MAC layer

of CSMA/CA networks, in particular IEEE 802.11 networks, where the carrier sensing

range of each node is considerably larger than their transmission range.

When wireless hosts share the same communication channel, they should be given a

fair chance of accessing the wireless medium. Fairness is one of the core problems that

any MAC protocol must address. It prevents the situation that some hosts obtain most of

the channel’s bandwidth while others starve. A more general problem is that of weighted

fairness, where the channel’s bandwidth obtained by a host is proportional to its weight,

which is assigned by the user based on application requirements. For example, when a web

server and a client host share the same local channel (e.g. in a WLAN), the server may

be given a higher weight because it may have to upload content to multiple users on the

Internet simultaneously.

Random backoff in the IEEE 802.11 DCF achieves fairness in a WLAN where all

hosts are downloading content from the Internet via the same access point. However, as

observed in our study, it cannot achieve fairness (let alone weighted fairness) in many

other scenarios. For example, when a server that uploads content to the Internet shares

the access point of a WLAN with a client host that downloads, the client may obtain most

of the channel’s bandwidth while the server is slowed to crawl. When the access points at
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two nearby homes choose the same channel,1 the hosts in one home may obtain most of

the channel’s bandwidth at the expense of the hosts in the other home. Furthermore, in

any ad hoc deployment of 802.11 DCF links, bandwidth distribution is likely to be very

skewed among those sharing a channel. We will use simulations in ns-2 to show unfairness

in the above cases. IEEE 802.11e provides qualitative service differentiation among

different categories of traffic. It does not solve the fairness problem for flows within the

same category, nor does it provide quantitative service differentiation (such as weighted

fairness) for flows in different categories.

The fairness problem in IEEE 802.11 networks is mostly due to the fundamental

limitation of CSMA/CA, which gives preference in media access to some links over others,

depending on their spatial locations. As this problem is well recognized, many fairness

solutions have been proposed in the past decade [18–25]. They fall in two categories:

overhearing-based solutions and non-overhearing solutions.

The overhearing-based solutions require each node to monitor the activity of all

contending nodes and collect their links’ information (such as rate, scheduling tag,

or buffer status). Based on the collected information, a node decides its own media

contention policy: i) increase/decrease minimum contention window if the local rate is

above/below the average rate of all contending links [18; 19; 22], ii) serialize transmissions

among contending links based on their scheduling tags [20; 21], or iii) emulate TDMA

by computing a contention-free slotted schedule among the links [23]. The key question

is how to collect information for the contending links, which may be multiple hops away.

One naive approach is for each node to flood the information describing its adjacent links

to all nodes within a certain number of hops. This approach is not only costly but also

flawed because, as is observed in [23; 16], hop count is not a reliable means to identify

1 This can happen when there are more neighboring access points than the number of
non-overlapping channels.
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a contending relationship. Hence, in virtually all existing solutions, a node learns the

information about others by overhearing. However, the overhearing approach faces another

serious problem: Contention is defined by the carrier sensing range and the interference

range, whereas overhearing is limited to the transmission range, which is much shorter.

Consequently, transmissions on many contending links (often the majority of them)

cannot be overheard for information gathering, which severely limits the effectiveness of

overhearing-based solutions.

Most non-overhearing solutions use the classical AIMD (Additive Increase Multiplicative

Decrease) for rate control. On one hand, a node cannot overhear the exact information

in transmissions made on contending links whose radio signal is strong enough to cause

interference but too weak to decode. On the other hand, without overhearing, the node

can still sense the aggregate impact of interference from those links by monitoring how

busy the channel is, how frequently its own transmissions fail [24; 26], or how fast its

local buffer is filled up. Based on such information, emulating the behavior of TCP

in some sense, each node may set a threshold to decide when the channel is congested

such that multiplicative decrease should be performed. This direction looks reasonable.

However, our simulations in ns-2 show that AIMD fails to achieve fairness, too, not

because the rationale behind AIMD is flawed, but because the interaction between AIMD

and CSMA/CA neutralizes the effectiveness of AIMD. AIMD may also be applied to the

contention window based on the number of idle slots between two transmissions [25; 27]

(which can be measured through carrier sense instead of overhearing). We will show later

that this approach also has limitations.

We propose a new rate control protocol, PISD (Proportional Increase Synchronized

multiplicative Decrease) [28], that provides fairness in CSMA/CA networks, particularly

in IEEE 802.11 networks. Within the design of PISD, we make three contributions. First,

our study reveals the fundamental reasons exactly why the existing fairness solutions, as

well as AIMD, do not work under realistic contention conditions. Particularly, for AIMD,
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we demonstrate that when the channel is saturated, nodes will see different channel

occupancy levels, experience different frequencies of transmission failure, and encounter

different buffer lengths. Unsynchronized multiplicative decrease is the reason for the

failure of AIMD in CSMA/CA networks. Second, we introduce a number of novel rate

control mechanisms, on which PISD is designed. The first mechanism relies on localized

operations to ensure synchronized multiplicative decrease. The second mechanism extends

PISD for weighted fairness through proportional increase. The third mechanism uses

background transmission to ameliorate throughput degradation due to multiplicative

decrease. Efforts are made to simplify the implementation of the rate control mechanisms,

which we believe will benefit practical systems that adopt them. Third, we perform

detailed analysis on PISD and prove that it will converge and achieve (weighted) fairness.

We also enhance PISD further. PISD works precisely for scenarios where all MAC

flows mutually contend, but when it is applied to a network consisting of multiple

contention groups, the network’s throughput can be degraded. We develop PISD further

and propose two new schemes, PISD-RS and PFS, to overcome the limitation. PISD-RS

is a simple solution, while PFS is a better yet more sophisticated solution. Both of them

improve PISD by revising the way they jam the wireless channel, where channel jamming

is the key technique that PISD exploits to achieve synchronized multiplicative decrease.

The two new proposed schemes are able to provide fairness in CSMA/CA networks with

multiple contention groups. We conduct both theoretical analysis and simulations to

study their effectiveness. By using convex optimization theory, we prove that flows’ rates

achieved by PFS (and PISD-RS) approximate proportional fairness.

The rest of this study is organized as follows. Chapter 2 proposes PPS, the technique

for weighted bandwidth allocation among MAC flows in multihop wireless networks.

Chapter 3 proposes DWA, which works on top of PPS and achieves end-to-end service

differentiation and flow rate assurance. Chapter 4 proposes PISD and its enhanced
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versions, PISD-RS and PFS, all of which are designed to provide fairness in CSMA/CA

networks without relying on overhearing. Chapter 5 concludes our study.
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CHAPTER 2
PROPORTIONAL PACKET SCHEDULING AMONG MAC FLOWS

In this chapter, we present a new MAC-layer scheduling technique called proportional

packet scheduling (PPS) that achieves weighted bandwidth allocation among single-hop

MAC-layer flows in a multihop wireless network. We design this technique to serve as a

basis for the implementation of DWA, an upper layer QoS protocol that will be introduced

in Chapter 3.

DWA in Chapter 3 needs to work on top of a MAC-layer protocol that supports

weighted bandwidth allocation, and the flow weights should be able to be dynamically

changed. With added complexity, some MAC protocols in the current literature can

potentially be modified to serve for this purpose. Protocols [29; 18; 19; 21] proposed to

achieve fairness among contending MAC flows may be enhanced to support weighted

bandwidth allocation, but in such protocols knowledge on local network topology or

an additional fair share computation phase is needed, which may lead to difficulties on

achieving dynamic weight change. The overlay MAC (OML) [23] and the Regulated

Contention MAC (RCMAC) [4] can directly support weighted bandwidth allocation.

However, RCMAC was designed to work under single-hop contentions and OML cannot be

easily modified to support fast weight adjustment. In addition, most of these works do not

provide weighted bandwidth allocation in a very fine granularity.

PPS, which is introduced in this chapter, achieves weighted bandwidth allocation in

a fine granularity and is particularly suitable for dynamic weight adaptation. Allowing

channel capacity to evolve spatially and temporally, this is the first fully distributed

solution that achieves provable weighted maxmin fairness in CSMA/CA networks with a

bounded error that can be made arbitrarily small. We believe it is a strong result. The

max-min fairness achieved in [30] uses a multi-channel contention model that is different

from the CSMA/CA model in our study. The work in [19] requires the computation of

all contention cliques (which is difficult to implement distributedly and must be redone
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each time when the set of backlogged MAC flows change), and it assumes all cliques have

equal, fixed capacity. Comparing with the existing protocols, the new scheduling technique

also has other advantages: It is much simpler, easy to implement and analyze, and reduces

radio collision. It does not require modifying the backoff algorithm of the existing channel

access protocols.

The rest of this chapter is organized as follows. Section 2.1 discusses the related work.

Section 2.2 studies the five types of contentions in the network. Section 2.3 describes

PPS in details. Sections 2.4 analyzes the properties of PPS. Sectoin 2.5 introduces RRTS,

which is an enhancement to PPS. Section 2.6 points out the state of the art and our

contribution. Section 2.7 evaluates the performance of PPS through simulations. Section

2.8 summarizes the chapter.

2.1 Related Work

The area of research related to PPS is on solving the fairness problem in the link-layer

of wireless networks. Many works have been dedicated to this area. Luo et al. [29]

studied the problem of fair distribution of bandwidth and maximization of resource

utilization. They first assure each flow in a network with a minimum channel share,

then maximize aggregate channel utilization by spatial channel reuse. The distributed

implementation of this algorithm needs topology information to be propagated along

a conflict-free spanning tree. In their follow-up work [31; 21], SFQ (Start-time Fair

Queueing) is applied to multihop wireless networks in a distributed way. In the approach,

service tags (representing transmission deadlines) are piggybacked in packets, and each

node maintains the status of all its contending flows. Locally, the flow with the minimum

service tag is scheduled first. In addition, spatial channel reuse is exploited through

simultaneous transmissions. This approach needs each node to maintain the status

of all its contending flows, and the way it deals with the hidden terminal problem is

only heuristic, which can only alleviates but not solve the problem. In [18; 19; 32],

to achieve fair bandwidth distribution among contending wireless links in a multihop
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wireless network, every node is required to measure the rates on contending links through

overhearing and then adjust its own rate by adjusting either the minimum contention

window or the contention window directly. This approach requires the fair share of each

link to be properly calculated (often based on the contention cliques) first. In [33], Li

exploited a similar approach to ensure a conservative, small fair share of bandwidth for

each end-to-end flow. In [34], Nandagopal et al. proposed a general analytical fairness

model and a MAC protocol to approximate proportional fairness, which adjusts the

contention window size based on the occurrence of retransmissions. In [20], Vaidya et

al. achieved fairness in a wireless LAN by adjusting the contention window using a fair

queueing algorithm. In [30], Tassiulas and Sarkar addressed the max-min fairness with a

multi-channel contention model that is different from the CSMA/CA model used in our

study.

Many algorithms described above require additional procedures that calculate and

exchange the fair shares of the wireless links, or require the maintenance of information

about local network topology and flow status. These requirements diminish the flexibility

of the algorithms. In addition, none of the existing algorithm promises to provide fairness

in a very fine granularity, which is essentially caused by the hidden terminal problem. In

this study, based on a thorough study on all different types of contentions, we design our

weighted bandwidth allocation protocol that does not have the above defects, and it is

able to provide a foundation for implementing service differentiation and rate assurance in

the upper layer. In our protocol, a special control packet called RRTS (Request-for-RTS)

is used to help provide fairness in a fine granularity. It should be mentioned that we are

not the first one who introduce the RRTS control packet. RRTS is initially introduced in

[35] to solve contention problems in multihop wireless networks. In this study, we improve

it further and use it together with packet labeling to achieve weighted fair scheduling.
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2.2 Contention among MAC Flows

We know that in CSMA/CA contention occurs between two MAC flows when either

the sender or the receiver of one flow is within the transmission range of either the sender

or the receiver of the other flow. The MAC flow on a wireless link (i, j) is denoted as fi,j,

whose contending flows can be classified into five types, as shown in Fig. 2-1. Operations

in PPS are designed differently and specifically for them.

The first type of contending flows includes those whose senders are also i. An

example is fi,k in the figure. fi,k contends with fi,j because node i cannot send two packets

simultaneously.

The second type includes those MAC flows whose senders are in the transmission

range of node i. Their receivers may or may not be in the transmission range of i. An

example is fa,b in the figure. It contends with fi,j because RTS/DATA sent by a can reach

i and cause radio collision when i is receiving CTS/ACK from j.

The third type includes those MAC flows whose senders are in the transmission range

of node j. Their receivers may or may not be in the transmission range of j. An example

is fe,m in the figure. It contends with fi,j because RTS/DATA sent by e can reach j and

cause radio collision when j is receiving RTS/DATA from i.

The fourth type includes those MAC flows whose senders are outside the transmission

ranges of both i and j, but receivers lie within the transmission range of i. An example is

fd,c in the figure. It contends with fi,j because CTS/ACK packets from c can reach node i

and cause radio collision when i is receiving CTS/ACK from j. It is well known that the

most severe unfairness occurs under this scenario.

The fifth type includes those MAC flows whose senders are outside the transmission

ranges of both i and j, but receivers lie within the transmission range of j. An example is

fh,g in the figure. It contends with fi,j because CTS/ACK packets from g can reach node

j and cause radio collision when j is receiving RTS/DATA from i. Because the senders of
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these two flows cannot overhear each other, it complicates any solution that relies on the

senders to overhear information from their counterpart.

Finally, it is easy to see that any flow not belonging to the above five types does not

contend with fi,j.

2.3 Proportional Packet Scheduling

Our objective is to design an enhanced CSMA/CA protocol that allocates bandwidth

to MAC flows in proportion to their weights. The new media contention technique, called

proportional packet scheduling (PPS), tries to distribute bandwidth in such a way that,

for any two contending MAC flows, the ratio of their rates are equal to the ratio of their

weights.

Consider a MAC flow fi,j over a wireless link (i, j). Let wi,j be the weight of the

flow. The mean rate of the flow is defined as its rate divided by its weight. The goal of

PPS is to equalize the mean rates of contending flows. The sender of fi,j maintains a

separate packet queue for the flow. It also keeps a counter, denoted as ci,j, providing an

indirect, discrete measurement for the mean rate of the flow, which we will discuss in

details shortly.

The basic idea behind PPS is that, in order to equalize the mean rates of contending

flows, we should always give the highest priority in media access to the flow whose current

mean rate is the smallest. PPS tries to maximize the smallest flow rate in the network,

then maximize the second smallest, and so on. In order to maximize spatial channel reuse,

PPS never leaves local channel idle when there is a backlogged MAC flow. The design of

PPS follows two rules below. Assume all MAC flows under discussion are backlogged.

1. A MAC flow should occupy the channel for transmission if it has the smallest mean
rate among all contending flows or if the channel is idle.

2. A MAC flow should not compete for media access if its mean rate is not the smallest
among its contending flows and the channel is busy.

First, we describe how the sender of a MAC flow maintains its counter. Assume

the clocks at all nodes are loosely synchronized. Time is divided into periods. At the
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beginning of each period, all counters are initialized to zero. The counter ci,j is increased

by one for every wi,j · l bits of data transmitted in flow fi,j over link (i, j), where l is a

system-wide parameter whose impact will be discussed later. Let ∆t be the time passed

since the beginning of the current period. The rate of the flow fi,j is about
ci,j ·wi,j ·l

∆t
. The

mean rate is
ci,j ·wi,j ·l
∆t·wi,j

= ci,j
l

∆t
. Hence, ci,j can serve as a discrete measurement of mean

rate in units of l
∆t

. The maximum rounding error 1 in this discrete measurement is l
∆t

,

which diminishes at the end of each period if the period is sufficiently long with respect

to l. Therefore, if the counter values of contending flows are equalized to the end of each

period, the mean rates of the flows are also equalized.

Next, we describe how the senders of contending flows coordinate the order of

transmissions based on their counter values. Consider an arbitrary MAC flow fi,j. Below

we discuss what information the sender and the receiver will gather and what operations

they will perform based on that information.

Let ni,j be the number of bits yet to be transmitted over (i, j) before ci,j is increased

by one. When a data packet is sent from i to j, RTS/CTS/DATA/ACK piggyback both

ci,j and ni,j. For all different types of contending flows of fi,j shown in Fig. 2-1, neighbors

of either i or j, such as a, c, e and g, will learn ci,j and ni,j through overhearing. Similarly,

i will learn the counter values of fa,b and fd,c, and j will learn the counter values of

fe,m and fg,h, as well as the number of bits yet to be transmitted before each counter is

increased by one. Therefore, the sender i of flow fi,j only knows the information for some

contending flows, and the receiver knows the information for the rest contending flows.

To help understand packet labels, Fig. 2-2 shows two examples. When scheduling

packet transmissions the goal is to give packets with smaller labels higher priorities, and

at the same time, the channel should be fully utilized. In Fig. 2-2(a), a is sending a packet

1 The source of the rounding error is due to the fact that ci,j is increased by one only
after wi,j · l bits of data are transmitted.
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with a label of 2, and c is sending a packet with a label of 3. Thus, node c should not

use the channel, because node a is sending a packet with a smaller label, which means

fa,b currently has a lower mean rate. A different situation is showed in Fig. 2-2(b), where

flows 1-4 mutually contend with each other and flow 5 contends only with flow 4. Flow 4

cannot send its packet with a label of 4, because all the labels of its contenders are still

3. However, for flow 5, though its contender, flow 4, has a smaller label, it should ignore

this and continue to send, otherwise, the channel would be locally idle and spatial channel

reuse is not utilized. The operations of PPS are described as follows:

When i is the sender of multiple flows such as fi,j and fi,k, i always schedules the

flow with the minimum counter. Without losing generality, let this flow be fi,j. Node i

will refrain from accessing media if it overhears that a contending flow with a smaller

or equal counter is transmitting. It will attempt to access media with RTS if fi,j has the

smallest counter among the contending flows that it knows or if it senses an idle channel

for a certain period of time. After RTS is successfully delivered to the receiver j through a

CSMA/CA protocol, there are two possible cases.

Case 1: If fi,j has the smallest counter among the contending flows that j knows or if

j also senses an idle channel for a certain period of time, j responds with CTS. After that,

i and j exchange DATA/ACK. Node i will continue to send j a sequence of data packets

(called transmission burst) until ci,j is increased by one.

Case 2: By overhearing, if j knows that a contending flow (fe,m or fg,h in Fig. 2-1)

with a smaller or equal counter is currently in a transmission burst, j will reject i’s RTS

with a new control message REJ, carrying the contending flow’s counter and the number

of bits to be transmitted before that counter will be increased by one. Note that REJ

should be sent after j’s current NAV expires in order to avoid interfering with concurrent

transmissions. Based on the information received in REJ, i sets an appropriate timer and

will re-attempt transmission after timeout.
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2.4 Properties

When the sender of a flow is idle, the flow is said to be inactive. When the sender of

a flow is transmitting data packets, the flow is said to be active for a transmission burst.

The transmission burst is said to be preempted if a contending flow stops the burst and

starts its own transmission of data packets. Preemption changes the right of transmission

from one flow to another. It does not mean that the preempted burst has wasted its

effort; those packets in burst prior to preemption have been delivered. The length of each

transmission burst is controlled by the system parameter l. PPS reduces radio collisions by

serializing transmission bursts based on the flows’ counter values. Radio collision mostly

happens between transmission bursts, and its impact diminishes when the burst length

(i.e., l) increases. Even when l is one packet, the overall throughput of PPS is still higher

than that of CSMA/CA because radio collision is reduced as many flows with larger

counters refrain from accessing media. The throughput of PPS improves when l is larger.

However, the rate of improvement diminishes to zero once l is sufficiently large.

The above design of PPS has the following properties.

Property 1. When fi,j is active, if it has the smallest counter value ci,j among all

contending flows, then its transmission burst will not be preempted.

Proof: We examine the five types of contending flows. The senders of fi,k, fa,b and

fe,m will refrain from accessing media because they know that fi,j has a smaller counter.

In particular, a learns the information by overhearing RTS/DATA from i, and e learns the

information by overhearing CTS/ACK from j.

Next, consider fd,c and fh,g. Their senders, d and h, may attempt to access media

because they cannot overhear the counter value of fi,j that is piggybacked in transmissions

made by i and j. By a CSMA/CA protocol, they will eventually succeed in delivering RTS

to their receivers, c and g, who know that fi,j’s counter is smaller. The receivers will reject

RTS by replying REJ back to the senders. Without overhearing a transmission carrying a

smaller counter, i will continue its transmission burst via CSMA/CA. 2
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Property 2: When fi,j is inactive, if it has the smallest counter value ci,j among all

contending flows, then it will preempt the transmission burst of an active contending flow

whose counter is larger.

Proof: Once i finds that fi,j has the smallest counter among the contending flows that

it knows, it will attempt to access media by delivering RTS to j. When j also finds that

fi,j has the smallest counter among the contending flows that it knows, it will reply CTS.

Then i will send DATA, starting its transmission burst for flow fi,j, which interrupts the

current transmission burst of an active contending flow (whose counter is larger).

Now let’s examine the interrupted flow. If it is fa,b or fe,m, its sender will overhear

the counter value of fi,j, piggybacked in the transmissions made between i and j. Once

the sender finds that its counter is larger, it will not try to resume its transmission burst.

Next, if the interrupted flow is fd,c or fh,g, its receiver will overhear the counter value

of fi,j, but its sender will not. The sender will try to resume the transmission burst by

sending RTS to the receiver, which is d or h. Upon receiving RTS, the receiver will reply

REJ, stopping the sender from further trying. 2

Property 3: When fi,j is inactive, if none of the contending flows is active, then it will

become active.

Proof: By the design of PPS, the sender will attempt to access media if the local

channel is idle for a certain period of time. Upon receiving RTS, the receiver will reply

CTS if it also senses an idle channel for a certain period of time. Consequently the sender

will become active and transmit data packets. 2

Property 1 and 2 ensure that the counter values of all MAC flows in the same

bottleneck channel will not differ more than one. The reason is that, once a flow’s counter

is greater by one than another flow’s counter, the latter will preempt the former to

increase its counter. Property 3 ensures that the channel capacity is fully utilized.

Together they show that PPS achieves weighted bandwidth allocation with an error

29



corresponding to the difference in the counter values, which is at most one, representing a

data rate of l
T
, where l is the number of bits transmitted before a counter is increased by

one and T is the PPS period. Both l and T are system parameters.

More significantly, when we increase the PPS period, the flow rates resulted from PPS

indefinitely approach towards weighted max-min fairness: the mean rate mi,j of any MAC

flow fi,j cannot be increased without decreasing the mean rate mi′,j′ of another MAC flow

fi′,j′ , for which mi′,j′ ≤ mi,j.

Theorem 1. When increasing the PPS period, the flow rates by PPS approach weighted

max-min fairness.

To prove the theorem, we need show that the mean rate of any MAC flow cannot be

increased without decreasing the mean rate of any another MAC flow that has a lower

mean rate. Let ci,j(t) denote the counter value of MAC flow fi,j at time t and let mri,j(t)

denote the mean rate of fi,j from time zero to t. By PPS, we have

ci,j(t) · l
t

≤ mri,j(t) <
(ci,j(t) + 1) · l

t
(2–1)

Now we first prove the following lemma.

Lemma 1. At any arbitrary time t within a PPS period, for any MAC flow fi,j, its

mean rate mri,j(t) cannot be increased without decreasing another flow fi′,j′ that has a

mean rate mri′,j′(t) ≤ mri,j(t) + 2·l
t
.

proof: We prove it by contradiction. Suppose there exists a flow fi,j such that its

mean rate mri,j(t) can be increased without decreasing the mean rate of any other flow

with a mean rate lower than or equal to mri,j(t) + 2·l
t
. By Property 3, under PPS, there

is no extra unused bandwidth for fi,j to increase its rate. In other words, increasing

mri,j(t) means that the mean rate of anther flow mri′,j′(t) has to be decreased, and by our

assumption, mri′,j′(t) > mri,j(t)+ 2·l
t
. Then, by inequality 2–1, we have ci′,j′(t) ≥ ci,j(t)+2.

However, by Property 2, fi,j will not let fi′,j′ has a counter value that is greater than
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its own counter value by two, unless there is another flow fi′′,j′′ contending with fi,j

and ci′′,j′′(t) ≤ ci,j(t). Therefore we have mri′′,j′′(t) < mri,j(t) + l
t

< mri,j(t) + 2·l
t
.

Thus, increasing mri,j(t) will cause mri′′,j′′(t) to decrease, which is contradicting with our

assumption. 2

The proof of Theorem 1 can be easily drawn from Lemma 1. Let time t to be the end

of each PPS period. As the PPS period is increasing, we have t → ∞ and thus 2·l
t
→ 0.

Then, the mean rate condition in Lemma 1 turns to be the same as weighted max-min

fairness.

2.5 Enhancing PPS by Request-for-RTS Packets

In Fig. 2-3 (a), suppose fd,c contends with both fi,j and fx,y, but fi,j and fx,y do not

contend with each other. Suppose the counter of fx,y is smaller than that of fd,c and the

counter of fd,c is smaller than that of fi,j. Flow fx,y transmits because it has the smallest

counter. fi,j also transmits because it senses an idle channel. fx,y stops when its counter

becomes larger than that of fd,c. At this time, fd,c needs to preempt fi,j. However, if d

cannot overhear the transmissions by i, its RTS packets are very likely to collide with

the DATA packets from i [21]. The proper time for d to send RTS is after the current

RTS/CTS/DATA/ACK exchange between i and j completes and before the next exchange

begins. This is the time when the NAV at c expires, assuming PPS is implemented on top

of IEEE 802.11 DCF. As an enhancement to PPS, when the NAV at c expires, c sends d

a RRTS control packet 2 to solicit RTS. In general, when a node’s NTV expires, if the

node is the receiver of a flow whose counter is smaller than the counter carried in the

previous RTS/CTS/DATA/ACK exchange in the channel, the node sends RRTS after a

small random delay (to prevent collision with another RRTS).

2 RRTS was originally proposed in [35] to address the hidden terminal problem. We use
it for a different purpose in our study.
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Fig. 2-3 (b) shows a different scenario where fh,g tries to preempt fi,j. If g is not in

the transmission range of i, even when DATA is transmitting from i to j, node g is able to

receive RTS from h. However, g cannot reply ACK because it is waiting on NAV. To solve

this problem, after the NAV expires, g sends a RRTS packet to solicit a new RTS from h.

2.6 State of the Art and Our Contribution

PPS achieves weighted bandwidth allocation, and it is worth emphasizing that

PPS is particularly suitable for dynamic weight adaptation, which is introduced in

the next chapter. First, the operations in PPS are fully localized; a node only uses its

local information and the information it currently overhears. It does not maintain the

state information of its contending flows (which can cause problem if the information

becomes stale). Second, it achieves provable weighted maxmin fairness in CSMA/CA

networks with a bounded error that can be made arbitrarily small. We believe this is a

strong result. Third, it does not assume a fixed channel capacity, and does not assume a

static set of flows. It can work in a wireless environment where channel capacity evolves

spatially/temporally and flows join and depart.

While a number of MAC protocols in the literature [29; 18; 19; 21–23] were designed

to achieve fairness among contending MAC flows, to the best of our knowledge, our

protocol is the first to achieve all three properties discussed above. In comparison,

EMLM-FQ [21] requires each node to keep track of certain state information of contending

flows and does not guarantee a tight bound on its approximate fairness. The max-min

fairness achieved in [30] uses a multi-channel contention model that is different from the

CSMA/CA model used in this study. The work in [19] requires each node to compute fair

bandwidth shares for its own links and the nearby contending links, which in turn relies

on the knowledge of neighborhood topology. To calculate fair shares, a node must know

the set of contending flows that are currently backlogged, from which the local contention

cliques can be computed. In addition, it assumes all cliques have equal, fixed capacity.
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These requirements make the protocol less suitable for a dynamic wireless environment

where the set of backlogged flows, as well as the channel capacity, may constantly change.

PPS also has other advantages: It is much simpler, easy to implement and analyze,

and reduces radio collision. It does not require modifying the backoff algorithm of the

existing channel access protocols.

2.7 Performance Evaluation

In this section, we study the performance of PPS (proportional packet scheduling)

through simulations. We implemented PPS in ns2 v2.32 [36], on top of IEEE 802.11

DCF. For comparison, we also implemented an influential packet scheduling protocol [19]

(referred as AdjConWin) and IEEE 802.11e EDCA [10]. AdjConWin achieves fairness

among MAC flows by dynamically adjusting their minimum contention windows. IEEE

802.11e EDCA has four access categories: background, best effort, video, and voice.

If not specified otherwise, the default simulation parameters are given as follows:

The transmission rate is set to be 11Mbps based on IEEE 802.11b, and each packet is

1000 bytes long. The PPS period is 1 second. The parameter l is set to be the length of

five packets. Besides what have been stated above, other parameters (such that those for

802.11 DCF) use the default values set by ns2 according to the protocol standards.

Since AdjConWin is designed to achieve fairness, in order to make the simulation

results comparable, we set the weights of all flows in PPS to be one. We first perform

simulations on the simple topology in Fig. 2-4, where a is not in the transmission range

of c, but b is. Suppose two MAC flows, fa,b and fc,d, are both backlogged. Under IEEE

802.11 DCF, it is well known that severe unfairness can happen in this scenario because

fa,b can hardly acquire the channel [19; 23]. We run simulations for fifty seconds under

DCF, EDCA, AdjConWin, and PPS, respectively. The flows’ rates are still measured

in packets per second. The results are shown in Table 2-1. Clearly, DCF causes severe

unfairness, with fc,d acquiring most of the channel capacity and fa,b receiving little. For

EDCA, we assign fa,b to the video access category and fc,d to the best-effort category in
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order to give fa,b more bandwidth, which however causes unfairness the other way around.

Other category assignments will also lead to unfairness, which is understandable because

EDCA is not designed for fairness or weighted bandwidth allocation. Both AdjConWin

and PPS can achieve fairness between the two flows.

There are some important differences between AdjConWin and PPS, which are

elaborated in Section 2.6. Because of its fully localized operations, PPS is equally effective

under dynamic setting where the set of MAC flows, as well as the weights of the flows,

change over time. This is critical for DWA, the technique introduced in the next chapter

based on PPS, because a MAC flow for a service class on a wireless link will be inactive

when its queue is empty and become active again when its queue is backlogged, which

happens when end-to-end flows join or depart from the network. Unlike PPS, AdjConWin

is less effective with a dynamic set of MAC flows because it requires each node to centrally

compute the local contention cliques and the fair bandwidth shares for its own flows as

well as nearby contending flows, under the assumption that each clique has an equal,

fixed capacity. The senders of contending flows can be three hops away. In a dynamic

environment, the overhead will be very high if all nodes constantly exchange their current

flow information in order to update the correct values for fair bandwidth shares. If such

update is not done, the network performance suffers. We perform simulations on the

five-flow topology in Fig. 2-5, where each dashed ellipse contains nodes can hear each

other’s transmission. Suppose flow 1’s queue is empty from time 10 to 20, flow 2’s queue

is empty from time 20 to 30, flow 3’s queue is empty from time 30 to 40, flow 5’s queue is

empty from time 40 to 50, and all queues are otherwise backlogged. Fig. 2-6 and 2-7 show

the flow rates under AdjConWin and PPS, respectively. The average flow rates under PPS

are much higher because AdjConWin requires close coordination among contending nodes

and such coordination breaks down with a dynamic set of flows, while PPS relies on fully

localized operations.
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To support DWA, each MAC flow must be allowed to independently and locally

change its weight. Yet, without explicit coordination among contending flows, the

bandwidth allocation must follow such changes to maintain the invariant that the flow

rates are proportional to their current weights. We perform a simulation on the topology

of Fig. 2-5, where all flows begin with weight one and flow 1 changes its weight to 2

at time 15 and then to 4 at time 30. The result in Fig. 2-8 shows that PPS maintains

weighted bandwidth allocation under dynamic weight. AdjConWin does not consider flow

weights, let alone dynamic weight (which requires fully localized operations).

2.8 Summary

In this chapter we proposed a new technique called Proportional Packet Scheduling

(PPS) to solve the weighted fair bandwidth allocation problem in the MAC layer of

multihop CSMA/CA-like wireless networks. PPS schedules packets by labels such that the

flow with the lowest mean rate in a contending region is guaranteed to transmit first. The

advantages of this technique include: 1) Weighted max-min fairness among MAC flows is

achieved without the need to exchange knowledge of flow status and network topology; 2)

Weighted bandwidth allocation is realized in a very fine granularity; 3)Dynamic weight

change is well supported. The performance of PPS is studied through simulations. In

Chapter 3, we will introduce a new technique established on top of PPS to provide service

differentiation and rate assurance among end-to-end flows in multihop wireless networks.
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Table 2-1. Flow rates (in packets per second) on the two-flow topology

fa,b fc,d

802.11 DCF 64.6 381.0

802.11e EDCA 347.8 193.1

AdjConWin 232.0 229.5

PPS 227.9 228.8
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Figure 2-6. Protocol of AdjConWin
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Figure 2-7. Proportional Packet Scheduling
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CHAPTER 3
END-TO-END SERVICE DIFFERENTIATION AND RATE ASSURANCE

Based on PPS, the weighted bandwidth allocation technique introduced in the

Chapter 2, we design a novel technique called dynamic weight adaption with floor and

ceiling (DWA) to provide service differentiation and rate assurance among a dynamic set

of end-to-end flows in multihop wireless networks.

3.1 Related Work

Providing QoS features in multihop wireless networks is a relatively less explored

subject. Kang and Mutka [7] proposed a simple approach for service differentiation, in

which different classes of packets are assigned with different backoff policies. Ahn et al.

proposed SWAN [8], which provides service differentiation between best-effort TCP and

real-time UDP. In SWAN, a local AIMD rate control scheme is utilized to shape best-effort

traffic. For real-time traffic, probe packets are used to achieve admission control and

explicit congestion notifications are exploited to dynamically regulate traffic changes. In

their other works [37; 6], different contention window sizes are applied to packets from

real-time and best-effort traffic respectively in order to achieve service differentiation.

A virtual MAC algorithm is introduced to estimate the current channel condition, and

admission control is made accordingly. However, these mechanisms are not designed

for multihop networks. Karenos et al. [9] designed a rate control framework in sensor

networks. None of these works achieves the rate assurance objective and the bandwidth

differentiation objective as defined in our study.

Some research has been dedicated to support bandwidth guarantee at either the

link layer or the network layer. Lin and Gerla [38] proposed a real-time protocol called

MACA/PR to provide bandwidth guarantee over single-hop links, which emulates TDMA

in CSMA and requires each node to maintain a reservation table that keeps track of

dynamic time reservations of real-time flows. This emulation may lead to inefficient

transmission schedules. Shah et al. [2] proposed an admission control and dynamic
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bandwidth management scheme to provide fairness and soft rate guarantee in wireless

networks. However, the algorithm was designed for a single-hop network model where

all nodes can hear each other. Another approach that addresses dynamic bandwidth

allocation in single-hop networks was proposed by Chou and Shin in [3]. Banchs et

al. [1] proposed a mechanism that provides rate assurance to wireless LANs on a per

staion basis, where desired bandwidth is allocated by adaptively adjusting contention

window size. However, this mechanism cannot be applied to multihop wireless networks.

Sarkar and Tassiulas [5] designed a distributed algorithm for end-to-end fairness under a

multi-channel model where each node transmits at a different frequency. In the proposed

mechanism, session rates are controlled by a token bucket algorithm, and tokens are

generated according to one-hop neighbors in such a way that the rate limit in bottlenecks

can spread out.

The major differences of our proposed QoS mechanism from the above mechanisms

are as follows. First, our mechanism works for multihop end-to-end flows in ad hoc

wireless networks. Second, we combine the concepts of service differentiation and rate

assurance together, where flows are categorized into arbitrary multiple priorities, and

flow rate requirements are assured based on their priorities. Thirdly, and the most

important, we emphasize the fairness issue when implementing QoS features. We argue

that, without fairness problems solved, service differentiation itself is less meaningful. It is

not acceptable that a flow in a lower priority gets a better quality of service than another

flow in a higher priority just because their link-layer contentions are unfair. That is why

we build our QoS mechanism based on our weighted fair scheduling protocol.

3.2 Objectives

We classify end-to-end traffic in a multihop wireless network into two broad

categories: best-effort flows and QoS (quality of service) flows. Each QoS flow has a

minimum rate requirement, but it may send data at a higher rate if extra bandwidth is

available. The rate requirement may be soft or hard. With a soft requirement, we assume
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the application is able to adapt to live with a lower-than-expected rate, for example, by

compressing data before sending. With a hard requirement, we assume the application

will terminate the flow when the rate is too low, and it may attempt to re-establish

the flow after a timeout period, which may be doubled for each failed attempt until the

application gives up. If the network cannot satisfy a flow’s minimum rate requirement,

it will continue serving the flow to the best it can. It is up to the application to decide

whether adaptation should be performed or the flow should be terminated. We assume

each flow has a routing path established by a routing protocol; the subject of optimal

routing is beyond the scope of this study.

The network provides a number of differentiated service classes, each having a

different priority. Best-effort flows are assigned to the best-effort service class that has

the lowest priority. QoS flows are assigned to other classes. The priority of a QoS flow is

equal to the priority of the service class to which the flow is assigned. When the minimum

rate requirement of a QoS flow is satisfied, we say the network supports the flow. We have

three objectives.

• Rate Assurance Objective: When the bandwidth available in the network

cannot support all end-to-end QoS flows, we first try to support all flows with the highest

priority. When that is done, we then try to support all flows with the second highest

priority. This policy repeats until there is no longer enough bandwidth to support flows of

a certain priority. In other words, when two end-to-end flows contend for bandwidth at a

common bottleneck location (channel is spatially reused), the lower-priority flow will be

supported only after the higher-priority is supported.

• Bandwidth Differentiation Objective: After the minimum rate requirements

of all QoS flows are satisfied, if there is extra bandwidth left, the remaining bandwidth
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should be distributed to flows in proportion to their bandwidth demands.1 However, if

there is not enough bandwidth to support QoS flows of certain low priorities, after QoS

flows of higher priorities are supported for their minimum requirements, the remaining

bandwidth should be distributed to the unsupported flows in proportion to the product

of minimum rate requirement and differentiating factor. Each service class is pre-assigned

a differentiating factor, which is larger for a higher-priority class; a flow’s differentiating

factor is equal to that of its class. Hence, the above design not only considers each flow’s

bandwidth demand but also takes the priority into consideration.

• No Starvation and Maximum Utilization Objective: While QoS flows are

supported in the order of their priorities, low-priority flows (including best-effort flows)

should not be starved. Hence, the bandwidth consumed by each service class should be

limited to a certain fraction of the available bandwidth in the network. This fraction

is proportional to both the differentiating factor of the class and the combined rate

requirement of all flows in the class. Consequently, the fraction of bandwidth available to a

service class is not only dynamic (due to flow join/departure) but also easily configurable

(by changing the differentiating factor). No bandwidth should be wasted; bandwidth

assigned to but not used by any flow should be automatically picked up by other flows

based on the distribution policies specified in the previous objectives.

It should be noted that there are other ways of defining the objectives. For example,

instead of distributing the remaining bandwidth (after rate assurance) among end-to-end

flows based on bandwidth demand and differentiating factor, one may prefer to opti-

mize the aggregate throughput of the network under the constraint of rate assurance.

Optimizing the aggregate throughput will naturally prefer short flows over long flows

and disregard the priorities. Proportional fairness [39] can be used to address the

1 It is reasonable that a video stream is assigned more extra bandwidth than an audio
stream.
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problem of short-flow preference. However, integrating proportional fairness with multiple

prioritized service classes will complicate our system design. Focusing on rate assurance

and service differentiation, we shall leave other design choices to future work and, in this

study, introduce an end-to-end weight adaptation approach that distributes the network

bandwidth based on the above three objectives.

3.3 Challenge

First, we examine how to satisfy the rate requirements of end-to-end flows in a wired

network, where each link has a fixed capacity. While DiffServ [40; 41] does not provide

per-flow bandwidth assurance, under the IntServ model [42] we can reserve a certain

amount of bandwidth for a flow along its routing path by using per-flow weighted fair

queueing [43]. At each link (i, j) on the path, node i assigns each passing flow a weight

that is proportional to the flow’s rate requirement. The rate requirements of the passing

flows can be satisfied as long as their sum does not exceed the link capacity.

Next, we try to map the above solution to a multihop wireless network. We begin

by considering only one QoS service class. While we still perform weighted fair queueing

at each link and assign every passing flow a weight that is proportional to the flow’s

rate requirement, there is a fundamental difference between wireless networks and wired

networks. A wireless link does not have a fixed capacity. It shares a common channel with

nearby contending links. Even the capacity of the wireless channel may be dynamic due to

interference and multi-rate links. The key for rate assurance is to distribute bandwidth to

wireless links in such a way that each link receives a portion that is equal to or above the

total rate requirement of all flows passing the link.

The problem becomes much more complicated if there are multiple service classes

and the combined bandwidth demand exceeds the available bandwidth. Moreover, as

end-to-end flows come and go and channel conditions change over time, we must adapt

the bandwidth allocated to each wireless link, as well as the bandwidth allocated to

each service class of the link, in order to contiguously support rate assurance and service
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differentiation in a changing environment. And this has to be done in a fully distributed

fashion without reliance on any centralized entity.

3.4 Design Overview

We model a multihop wireless network as a set of MAC (one-hop) flows. Each wireless

link carries one MAC flow for each service class. Two MAC flows contend with each other

if they belong to the same link or two contending links. An end-to-end flow of a given

priority is mapped to a sequence of MAC flows of the same priority along its routing path.

A MAC flow of a given priority carries all end-to-end flows of the same priority that pass

the link. The rate requirement of a MAC flow is the summation of the rate requirements

of the end-to-end flows that are carried by the MAC flow.

End-to-end service differentiation and rate assurance require MAC-layer support. In

particular, we need a protocol that allocates bandwidth to MAC flows in proportion to

their weights. Consider two contending links, (i, j) and (a, b), each receiving a fair share

of the channel capacity via a CSMA/CA protocol such as IEEE 802.11 DCF. Suppose two

end-to-end flows of high priority pass through (i, j) and one end-to-end flow of low priority

passes through (a, b). IEEE 802.11 DCF will limit the rate of either high-priority flow to

half that of the low-priority flow.

For the high-priority flows to receive more bandwidth than the low-priority one,

we need a MAC protocol that can flexibly redistribute bandwidth among MAC flows.

In particular, we are interested in a protocol that allocates bandwidth to MAC flows in

proportion to their weights. PPS introduced in Chapter 2 serves for this purpose perfectly.

In the above example, with PPS, if we want the rate of a high-priority end-to-end flow to

be twice that of a low-priority flow, we simply assign 4 as the weight of the MAC flow on

(i, j) and 1 as the weight of the MAC flow on (a, b).

There are two levels of bandwidth distribution. At the first level, we perform weighted

bandwidth allocation by PPS that is introduced in Chapter 2 to distribute the channel

capacity among contending MAC flows. Whenever possible, each MAC flow should acquire
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enough bandwidth to support the end-to-end flows it carries, but not too much bandwidth

that causes shortage for other MAC flows to support end-to-end flows they carry. Note

that PPS can be easily applied to the case where each wireless link has multiple MAC

flows. At the second level, we distribute the bandwidth acquired by each MAC flow to

the end-to-end flows (that it carries) by weighted fair queueing. Both levels use weights,

but they are independent of each other. The challenge is on the first level, because once

enough bandwidth is acquired by a MAC flow, at the second level, we can simply use the

end-to-end flows’ rate requirements as weights and perform any classical weighted fair

queueing algorithm [43] to assure every end-to-end flow’s rate requirement is met (locally

at this wireless link). Therefore, we will focus on the first level in the rest of this chapter.

While the above two-level bandwidth distribution architecture may appear to be a

routine design, our novelty is in solving the problem of how to assign appropriate weights

to MAC flows (at the first level) such that the objectives in Section 3.2 can be achieved in

a dynamic, fully-distributed environment, where both flows and channel conditions may

change and there is not an entity that has global network/traffic information.

To solve this problem, we propose a new technique called dynamic weight adaptation

with floor and ceiling. The weight of each MAC flow adapts between a lower bound

(called floor) and an upper bound (called ceiling). The floor is proportional to the rate

requirement of the MAC flow, and the ceiling is proportional to the product of the rate

requirement and the differentiating factor (which is larger for a MAC flow of higher

priority, giving such a flow a higher ceiling). Because the rate requirement of a MAC flow

may change as end-to-end flows come and go, the floor and the ceiling may change, too.

Each MAC flow periodically adapts its weight between the floor and the ceiling as follow:

The sender of the MAC flow measures its rate over each weight-adaptation period, which

may be set the same as or different from the PPS period. If the measured rate is below

the requirement of the MAC flow, the sender increases the weight of the flow at the end of

each period until the ceiling is reached or the requirement is satisfied. If the measured rate
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is above the requirement, the sender decreases the weight at the end of each period until

the floor is reached or the rate is equal to or lower than the requirement. By setting the

ceiling and the floor appropriately, we can show that, when the weights of all MAC flows

stabilize, the three objectives will be met.

3.5 DWA: Dynamic Weight Adaptation with Floor and Ceiling

We first define some notations. Let fk
i,j be the MAC flow on link (i, j) that carries

the service class of priority k. For the best-effort service class, k = 0. For the QoS service

classes, k = 1, 2, 3, ... Let wk
i,j be the weight of flow fk

i,j. Let Lk
i,j and Hk

i,j be the floor and

the ceiling for wk
i,j, respectively. Let ck

i,j be the counter (used in PPS), rk
i,j be the actual

data rate, and qk
i,j be the rate requirement of the MAC flow fk

i,j, respectively. Let dk be

the differentiating factor for priority k. dk > dk′ if k > k′. Let T be the duration of each

weight-adaptation period.

ck
i,j is a measurement of the mean rate of flow fk

i,j. From it, we can estimate rk
i,j if

the weight-adaptation period is equal to the PPS period. At the end of each period, we

calculate

rk
i,j ≈

ck
i,j × wk

i,j × l

T

because ck
i,j is increased by one for every wk

i,j×l bits sent in flow fk
i,j. If the weight-adaptation

period is different from the PPS period, rk
i,j has to be measured separately by counting the

actual number of bytes transmitted over the link in each weight-adaptation period.

To compute qk
i,j, we need to examine two cases. First, if an end-to-end flow carried by

fk
i,j has a backlogged queue at i, we should allocate sufficient bandwidth for fk

i,j to support

the minimum rate requirement. Second, if the end-to-end flow does not have a backlogged

queue and the arrival rate to the queue is smaller than its rate requirement, the flow must

have an upstream bottleneck and we only need to allocate enough bandwidth to cover the

arrival rate. The effective rate requirement of an end-to-end flow is equal to the minimum

rate requirement in the first case and the arrival rate in the second case. We define qk
i,j as

the summation of the effective rate requirements of all end-to-end flows carried by fk
i,j.
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We define the floor and the ceiling for the weight wk
i,j of a MAC flow fk

i,j as follows.

When k = 0, the flow is best-effort and we set the floor and the ceiling to be a fixed small

value. Namely, the weight of a best-effort MAC flow is fixed. When k > 0, its floor and

ceiling are

Lk
i,j = α · qk

i,j

Hk
i,j = α · dk · qk

i,j

where α is a normalizing factor whose value can be set arbitrarily.

Weight wk
i,j is initialized to be Lk

i,j and iteratively adjusted. At the end of each

weight-adaptation period, if rk
i,j < qk

i,j, we increase wk
i,j by a percentage of β if it has not

reached the ceiling yet.

wk
i,j ← min{wk

i,j · (1 + β), Hk
i,j}

If rk
i,j > qk

i,j, we decrease wk
i,j by a percentage of β if it has not reached the floor yet.

wk
i,j ← max{wk

i,j · (1− β), Lk
i,j}

It is possible to adapt the value of β based on the gap between rk
i,j and qk

i,j. But we found

a constant value for β already worked very well in our simulations.

3.6 Properties

We show that the above design of dynamic weight adaptation is able to satisfy the

three objectives. To facilitate the discussion, we introduce the concept of normalized

weight for a MAC flow fk
i,j, which is defined as

wk
i,j =

wk
i,j

qk
i,j

It is the average weight per unit of rate requirement. Because
Lk

i,j

qk
i,j
≤ wk

i,j ≤
Hk

i,j

qk
i,j

, the lowest

normalized rate for any MAC flow is α, and the highest normalized rate is α · dk, which

varies for different priorities. If a MAC flow has a higher normalized weight than another

flow under the same contention condition, it will acquire a larger amount of bandwidth
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for each unit of its rate requirement and therefore has a better chance to satisfy its

requirement.

First, consider two end-to-end flows contend for bandwidth at a common bottleneck.

Suppose they pass two contending MAC flows, fk
i,j and fk′

i′,j′ , in the same bottleneck

channel, and k > k′. If the rates of the MAC flows are below the minimum requirements,

they will both increase weights unless the ceilings are reached. Their ceilings are different.

The largest normalized weight for fk
i,j (which is α · dk) is larger than the largest normalized

weight for fk′
i′,j′ (which is α · dk′). Hence, fk

i,j is able to increase its weight further to

acquire more bandwidth per unit of rate requirement than fk′
i′,j′ . Consequently, if fk′

i′,j′ is

supported, fk
i,j must also be supported, but if fk

i,j is supported, fk′
i′,j′ may or may not be

supported (due to the constraint of lower ceiling). The rate assurance objective is met.

Now, suppose neither fk
i,j nor fk′

i′,j′ can be supported. Their weights will both reach the

ceilings, and the bandwidth allocation between them will be proportional to the product

of the rate requirement and the differentiating factor. Due to the two-level bandwidth

distribution architecture, the ratio of bandwidth allocations among MAC flows will be

inherited by the end-to-end flows that the MAC flows carry. Hence, the second half of the

bandwidth differentiation objective is satisfied.

Next, we study the case that the network has enough bandwidth to support the

minimum rate requirements of all end-to-end flows. Consider contending MAC flows at

an arbitrary location in the network. We first show that all flows will be supported. Any

flow whose rate is larger than its minimum requirement will decrease its weight, giving

up some bandwidth. If no flow uses more bandwidth than its minimum requirement,

certainly every one will be supported. What happens if a flow has a higher rate than the

minimum requirement even when its weight is reduced to the floor? Since the flow’s

normalized weight, now α, is the lowest among all, other flows must be receiving

the same or more bandwidth for each unit of rate requirement. Hence, their rate

requirements must have been satisfied as well. Now, if there is still extra bandwidth
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left, because all flows will reduce their weights to the floors in an effort to avoid taking

more-than-minimally-required bandwidth, the extra bandwidth will be distributed based

on the ratio of the floors, which are proportional to the rate requirements. Therefore, the

first half of the bandwidth differentiation objective is met.

Finally, because the weight of each MAC flow has a ceiling (α · dk · qk
i,j), it cannot

indefinitely increase the fraction of channel bandwidth that it consumes. In other words,

the bandwidth consumed by end-to-end flows in a certain priority class is limited at

any location in the network; the maximum fraction of bandwidth they can consume

is proportional to the differentiating factor dk, which is configurable. Therefore, the

no-starvation objective is also met. To maximally utilize the available bandwidth, the

underlying MAC-layer scheduling protocol that implements weighted bandwidth allocation

must be work-conserving, i.e., it must allow MAC flows to consume bandwidth left unused

by other MAC flows.

3.7 Avoiding Packet Drops

An end-to-end flow may receive different amount of bandwidth from the links on

its path. Let (i, j) be the bottleneck link and (k, i) be the link preceding the bottleneck.

Because there is more bandwidth available upstream, i will receive more packets from k

than it can forward to j. Its queue for the flow will be filled up and eventually overflowed,

causing packet drops. We adopt the congestion avoidance scheme in [44], which allows the

upstream node k to send a packet to i only when i has enough free space in the queue to

hold the packet. Suppose the buffer space for the queue is slotted with each slot storing

one packet. The residual buffer at node i changes when i receives or sends a packet. To

keep the upstream node updated with i’s buffer state, whenever i transmits a packet

(RTS/CTS/DATA/ACK), it piggybacks its current buffer state in the frame header, for

example, using one bit to indicate whether there is at least one free buffer slot. When the

upstream node k overhears a packet from i, it caches the buffer state of i. If i’s buffer is

48



full, k will hold its packets and wait until overhearing new buffer state from i. Readers are

referred to [44] for discussion on various issues such as failed overhearing.

3.8 Flow Dynamics and Channel Dynamics

The adaptive nature of the proposed bandwidth distribution scheme makes it suitable

for a dynamic environment with a changing set of flows and evolving channel conditions.

We illustrate the adaptation process by the following example. Consider a network with

two QoS service classes and all end-to-end QoS flows having the same rate requirement.

Suppose at one time each class has one end-to-end flow and the network is able to support

both flows. The weights of all MAC flows are at their floors.

First, let another high-priority end-to-end flow join in the network. The flow source

signals along the routing path to add its rate requirement to the high-priority MAC

flows. The ceilings of the high-priority MAC flows are increased accordingly. Suppose

at one location x the channel capacity is not sufficient to support all QoS flows. With

their weights at the floors, the MAC flows of two priorities both find that they are not

getting enough bandwidth. They will increase their weights. The low-priority flow has a

lower ceiling and will stop increasing first. The high-priority flow will be able to get more

bandwidth to satisfy the requirement.

Second, let the newly-joined end-to-end flow depart from the network. At location

x the bandwidth for the departed flow will be inherited by the other high-priority

end-to-end flow sharing the same MAC flow. Since it acquires more bandwidth than

the rate requirement, the high-priority MAC flow will reduce its weight to the floor, giving

away bandwidth to the low-priority flow.

Third, suppose the channel capacity at location x is decreased due to environmental

noise, causing the actual data rates of both MAC flows to decrease below the rate

requirements. Similar to the first scenario, their weights will adapt individually and

independently, but because the high-priority flow has a higher ceiling, it will receive more

bandwidth to meet its rate requirement.
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3.9 Intra-flow Contention and Inter-flow Contention

One may question why we have not discussed intra-flow and inter-flow contentions

[33] in bandwidth distribution among end-to-end flows. Consider an end-to-end flow that

follows a path k → i → j where the intra-flow contention between sub-flow k → i and

sub-flow i → j may lead to one sub-flow grabbing more bandwidth than the other, while

they should each have the same bandwidth. Consider another end-to-end flow that follows

the same path. The inter-flow contention may assign the same bandwidth share to each

end-to-end flow, while they should be assigned shares based on their rate requirements and

priorities. Intra-flow and inter-flow contentions are a problem for random-access wireless

networks. However, when we have a MAC-layer scheduling protocol (PPS, in Chapter 2)

that achieves weighted bandwidth allocation and a congestion avoidance scheme [44] that

prevents packet drops, these contentions can be solved by assigning appropriate weights to

MAC flows, as we did in this section.

3.10 Performance Evaluation

We study the performance of our new technique through simulations. We implemented

PPS (proportional packet scheduling) and DWA (dynamic weight adaptation) in ns2 v2.32

[36], on top of IEEE 802.11 DCF.

We show how well DWA can achieve rate assurance and bandwidth differentiation.

If not specified otherwise, the default simulation parameters are given as follows: The

transmission rate is set to be 11Mbps based on IEEE 802.11b, and each packet is 1000

bytes long. The PPS period is 2 seconds. The parameter l is set to be the length of five

packets. The weight-adaptation period is 2 seconds. There are two QoS service classes for

the lower priority 1 and the higher priority 2. Their differentiating factors are d1 = 2 and

d2 = 4, respectively. β is 10%. Besides what have been stated above, other parameters

(such that those for 802.11 DCF) use the default values set by ns2 according to the

protocol standards. We also compare DWA with IEEE 802.11e EDCA [10], which has four

access categories: background, best effort, video, and voice.
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We evaluate DWA (which is implemented on top of PPS) using the network topology

in Fig. 3-1 with a dynamic set of flows, whose rate requirements and priorities change

over time. The network consists of 30 nodes that are randomly deployed in an area. The

wireless links formed between nodes are shown in the figure, where the average degree of

a node is 4.4. The diameter of the network is 7 hops. There are 24 multihop end-to-end

flows, which cannot be shown in the figure. The source/destination nodes of each flow are

randomly chosen. We perform simulations under four different settings. The results are

shown in Fig. 3-2-3-8.

Setting A: Flows 0-7 are assigned to the best-effort service class, flows 8-15 to the

QoS service class of priority 1, and flows 16-23 to the QoS service class of priority 2. All

QoS flows have the same rate requirement of 10 pps (packets per second).

We first turn off DWA. The flow rates under IEEE 802.11 DCF are shown in Fig. 3-2.

Flow rate is measured in the number of packets successfully transmitted per second (pps).

The contention levels experienced by the randomly-generated flows are vastly different.

Without additional mechanisms to compensate such difference, the flow rates achieved

under 802.11 are quite unpredictable with some much higher than others.

We then turn on DWA. The simulation result is shown in Fig. 3-3. The network

is able to satisfy the rate requirements of all QoS flows. Flows 4, 6 and 16 have much

higher rates than others because their routing paths happen to have less contention with

other flows. The rates of all QoS flows vary from one to another also because the flows

experience different levels of contention on their paths. The variation among the rates of

best-effort flows are due to the same reason.

Next we create 8 new flows in each service class. For new QoS flows, their rate

requirements are still 10 pps. The result is shown in Fig. 3-4. For easy comparison, we

reassigned flow ids such that the rates of best-effort flows are shown under ids 0-15, the

rates of priority-1 flows are shown under 16-31, and the rates of priority-2 flows are shown

under 32-47. After doubling the number of flows, the rate requirements of priority-2 flows
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can still be met, but those of priority-1 flows can no longer be met. The rates of priority-1

flows are not identical because their routing paths contend with different sets of other

flows.

Finally, we let the new flows depart from the network, and the flow rates go back to

Fig. 3-3.

Setting B: It is the same as Setting A except that we increase the rate requirements

of all QoS flows to 20 pps, so that not all of them can be satisfied.

When DWA is turned on, the simulation result is shown in Fig. 3-5. The rate

requirements of flows 16-23 (priority 2) are satisfied or nearly satisfied. Some of them

receive slightly lower rates due to more intense contentions. The network cannot support

the rate requirements of flows 8-15 (priority 1) even when their weights are adapted to the

ceilings. Due to lower priority, their ceilings are lower than those of flows 16-23. But they

have higher rates with DWA than without it (Fig. 3-2). The best-effort flows receive the

remaining network bandwidth. By design, no best-effort flow is starved.

For the purpose of comparison, we perform the same simulation under IEEE 802.11e

EDCA, with priority-2 flows assigned to the video access category, priority-1 flows

assigned to the best-effort access category, and prority-0 flows assigned to the background

category. The results are shown in Fig. 3-6, which shows that flows 16-23 (priority 2) takes

network bandwidth aggressively, starving the other flows. EDCA gives fixed preference to

higher-priority flows and lacks a fine-level rate control mechanism that not only allocates

bandwidth based on priorities but also balance the minimum needs among all QoS flows.

The next two settings are designed to demonstrate the great flexibility of DWA in

controlling the bandwidth distribution among end-to-end flows.

Setting C: Keeping the rate requirements to be 20 pps, we now reassign the

flow priorities. Let flows 8-15 be priority 2, flows 16-23 be priority 1, and flows 0-7 be

best-effort. The simulation result is shown in Fig. 3-7. Now the rate requirements of flows

8-15 (priority 2) are satisfied.
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Setting D: We again reassign the flow priorities. Let flows 0-7 be priority 2,

flows 8-15 be priority 1, and flows 16-23 be best-effort. The simulation result is shown

in Fig. 3-8. The rate requirements of the new priority-2 flows, whose ids are 0-7, are

satisfied.

3.11 Summary

In this chapter a novel technique is introduced for providing service differentiation

and rate assurance to end-to-end flows in multihop wireless networks. We have three

objectives: (a) the rate assurance objective, which requires that QoS flows are supported

in the order of priorities; (b) the bandwidth differentiation objective, which requires

that, beyond meeting the rate requirements, bandwidth is allocated to the flows in a

differentiated manner, taking both bandwidth demand and priority into consideration;

(c) the no-starvation objective, which requires that the bandwidth allocated to each

service class is limited and configurable. Our major technique proposed to realize the

above objectives is dynamic weight adaptation with floor and ceiling, which works in

conjunction with proportional packet scheduling, a MAC-layer technique for weighted

bandwidth allocation introduced in Chapter 2. The new technique is effective yet simple

to implement, which is important for practical wireless systems. The performance is

extensively evaluated by simulations, demonstrating the new capabilities that can be made

available in future wireless networks.
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Figure 3-1. Network topology
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Figure 3-3. Setting A, DWA
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Figure 3-4. Setting A, DWA, doubling
the number of flows
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CHAPTER 4
FAIR BANDWIDTH ALLOCATION IN CSMA/CA NETWORKS

In this chapter, we demonstrate that CSMA/CA networks, including IEEE 802.11

networks, exhibit severe fairness problem in many scenarios, where some hosts obtain

most of the channel’s bandwidth while others starve. Most existing solutions require

nodes to overhear transmissions made by contending nodes and, based on the overheard

information, adjust local rates to achieve fairness among all contending links. Their

underlying assumption is that transmissions made by contending nodes can be overheard.

However, this assumption holds only when the transmission range is equal to the

carrier sensing range, which is not true in most real networks. As our study reveals,

the overhearing-based solutions, as well as several non-overhearing AIMD solutions, cannot

achieve MAC-layer fairness in various settings. We propose a new rate control protocol,

called PISD (Proportional Increase Synchronized multiplicative Decrease). Without

relying on overhearing, it provides fairness in CSMA/CA networks, particularly IEEE

802.11 networks, by using only local information and performing localized operations. It

combines several novel rate control mechanisms, including synchronized multiplicative

decrease, proportional increase, and background transmission.

We also improve PISD further. PISD works precisely for scenarios where all MAC

flows mutually contend, but when it is applied to a network consisting multiple contention

groups, the network’s throughput can be degraded. We develop PISD further and propose

two new schemes, PISD-RS and PFS, to overcome the limitation. We prove that flows’

rates attained under the two new schemes approximate proportional fairness.

The rest of the chapter is organized as follows. Section 4.1 discusses the related

work. Section 4.2 gives the network model. Section 4.3 describes the fairness problem.

Section 4.4 proposes our PISD solution. Section 4.5 analyzes the performance of

PISD. Section 4.6 presents additional simulation results on PISD. Section 4.7 discovers

a limitation of PISD. Section 4.8 introduces PISD-RS and PFS as solutions to the
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limitation. Section 4.9 proves that proportional fairness is achieved by PFS (and

PISD-RS). Section 4.10 conducts simulations on PISD-RS and PFS. Section 4.11

summarizes the chapter.

4.1 Related Work

In [18; 19], to achieve fair bandwidth distribution among contending wireless links in

a multihop wireless network, every node is required to measure the rates of contending

links through overhearing and then change its own rate by adjusting either the minimum

contention window or the contention window directly. In [22], Chen and Zhang also rely

on overhearing among contending nodes for appropriate distribution of channel capacity in

order to achieve aggregate fairness.

Luo et al.’s approach [29] assigns each MAC flow a basic fair share of bandwidth

and then maximizes aggregate channel utilization through spatial channel reuse. The

distributed implementation requires each sender to know all contending flows (through

piggybacking and overhearing), and also requires topology information to be propagated

through a conflict-free spanning tree. In follow-up work [21] they propose MLM-FQ

(Maximize-Local-Minimum Fair Queueing), which requires contending nodes to transmit

in the order of packet service tags (representing transmission deadlines). It relies on each

node keeping track of service tags at other nodes through overhearing. In Vaidya et al.’s

earlier DFS (Distributed Fair Scheduling Protocol) [20], a node sets a backoff timer based

on the finish tag of its next packet to be transmitted. DFS depends on overhearing to

correctly update the local virtual clock, based on which the final tag is computed.

OML [23] emulates TDMA on top of CSMA/CA to implement distributed weighted

fair queueing. For each of its packets, the sender must inform the contending nodes that it

will participate in the timeslot competition. This information is piggybacked in the packet

header and overheard by other nodes. (Alternatively, one can use control messages to flood

this information to contending nodes a few hops away, which, however, causes significant

overhead.)
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Nandagopal et al. [34] propose a general analytical fairness model and a MAC

protocol to approximate proportional fairness. This work assumes that links in the same

contention region will experience the same loss probability, which is however not always

true. As we describe in Section 4.3.1, the loss probabilities of two links can be very

different — the actual values depend on the relative spatial locations of the links. In [30],

Tassiulas and Sarkar address the max-min fairness problem using a multi-channel MAC

model that is different from the CSMA/CA model used in this study. Their later work [45]

for end-to-end bandwidth guarantees is also based on the multi-channel model.

AIMD has been extensively studied in the past [46–48; 39], mostly in the context of

TCP. Crowcroft and Oechslin [49] modify AIMD to achieve weighted proportional fairness

in TCP. As we demonstrate later, the AIMD protocols designed for CSMA/CA networks

by Cai et al. [24], by Xue et al. [26] and by Heusse et al. [25; 27] can only provide fairness

under certain situations. AIMD has also been used in wireless networks for congestion

control [50; 51].

4.2 Network Model

We study the fairness problem of CSMA/CA in one or more contending WLANs,

or alternatively, among single-hop, ad hoc wireless links. Throughout the entire chapter,

we consider CSMA/CA to mean the full RTS-CTS-DATA-ACK exchange. A network is

modeled as a set of nodes (access points or hosts) and a set of wireless links. Each node

has a transceiver. Each link supports two-way communication (for data/ACK exchange)

between two nodes that can reliably decode each other’s signal when radio interference

is not present. All links transmit in the same frequency band. We also model a physical

network where links transmit at different frequencies as multiple orthogonal networks, each

using one frequency band, and then we deal with each network separately. A link whose

sender is node a and receiver is b is referred to as (a, b). Link (a, b) has a contending link

(c, d) if the transmission made by c (or d) can be carrier-sensed by the sender a, or causes

interference at the receiver b. In this case, we also say that node a has a contending node
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c. Generally speaking, the carrier sensing range is greater than the interference range,

which is in turn greater than the transmission range. Two nodes within transmission range

may be able to decode (overhear) each other’s transmissions. A physical wireless link may

carry zero, one or more MAC flows. If it carries more than one MAC flow, we will model

the physical link as multiple logical links, each carrying one flow. The MAC flow carried

by (logical) link (a, b) is referred to as flow (a, b). Note that this chapter studies single-hop

flows in a WLAN or ad hoc deployment setting. We do not consider multi-hop flows.

4.3 Fairness Problem Remains Open in CSMA/CA Networks

In this section, we use a simple example to illustrate the fairness problem in

CSMA/CA networks and explain why this problem remains unsolved. The existing

solutions based on overhearing would work if the transmission range, the interference

range and the carrier sensing range were all identical. However, in reality, the transmission

range is much shorter than the other two. Consequently a node will not be able to gather,

through overhearing, the necessary information from all contending flows. We will show

that the classic fairness approach of AIMD (which is widely used on wired and wireless

networks) cannot solve the problem in CSMA/CA networks, either.

4.3.1 Fairness Problem

Fairness is one of the core problems that must be addressed in any MAC design that

allows contending nodes to share the same wireless medium. It requires that all wireless

links of the same class have an equal right to access the communication channel and no

link is starved. The random backoff algorithm in the IEEE 802.11 DCF is designed to give

each host a fair chance of obtaining the channel during contention. Random backoff works

fine in a symmetric environment where all hosts communicate with the same access point.

However, it does not work well in asymmetric settings.

An example is shown in Fig. 4-1, where each of the two 802.11 DCF wireless links

carries a MAC-layer flow. The figure shows an ad hoc network or two nearby WLANs

whose access points (a and c) each support a wireless host (b and d). When the distance
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between b and c is zero such that the two merge into one, this example represents one

WLAN whose access point b/c supports two hosts — node a is a server that is uploading

to the Internet, and node d is a client that is downloading from the Internet. The fairness

problem in the above network topology is first documented and analyzed in [35], which,

however, does not consider the situations where the carrier-sensing range and interference

range are greater than the transmission range.

We run simulations with ns-2 v2.32 [36] to study the rates of the two flows. The

simulation parameters are given as follows: The transmission range of the nodes is

250m, the carrier sensing range is 550m, and the lengths of both links are 150m. The

transmission rate is 11 Mbps, and the packet length is 1,000 bytes. The parameters for the

IEEE 802.11 DCF are the default values set by ns-2 according to the protocol standards.

Fig. 4-2 shows the average numbers of packets per second sent over the two links with

respect to the distance between node b and node c. When the distance is below 250m, flow

(c, d) obtains most of the channel’s bandwidth. When the distance is between 250m and

400m, flow (a, b) obtains most of the channel’s bandwidth. When the distance is between

400m and 550m, flow (c, d) regains the upper hand. When the distance is greater 550m,

the two links are out of each other’s carrier sensing range and they will both obtain high

bandwidth. The explanation on why such unfairness happens is given in Appendix A.

Higher-layer rate control such as TCP cannot substitute for a MAC-layer fairness

solution. Suppose a TCP connection C1 traverses link (a, b) while another connection

C2 passes (c, d). These two TCP connections compete for the same resource — the

wireless channel shared by (a, b) and (c, d). Consider the scenario where the length of the

wireless links is 150m and the distance between b and c is 100m. The simulation in ns-2

shows that C1 is almost starved while the rate of C2 is around 280 packets per second.

The reason is that (c, d) is far more capable of obtaining the channel than (a, b) under

CSMA/CA, which makes packets from C1 prone to more drops and larger delay. For
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the two TCP connections to receive fair bandwidth, a MAC-layer solution must exist to

distribute the channel’s bandwidth fairly between (a, b) and (c, d).

4.3.2 Limitation of Overhearing-Based Solutions

Realizing the fairness problem in CSMA/CA networks, researchers have proposed

numerous solutions [18–23], most relying on traffic information that each node collects

by overhearing transmissions made by contending nodes. The most prevalent rate control

scheme is to modify the random backoff algorithm such that a MAC flow that has

a smaller rate than others will set a smaller backoff window and thus acquire more

bandwidth [18; 19; 22]. How does a flow learn that its rate is smaller than the rates of its

contending flows? The common approach requires the sender of the flow to estimate the

rates of other flows by overhearing. Other rate control schemes, such as OML [23], DFS

[20] and EMLM-FQ [21], also depend on overhearing (see Section 4.1).

The problem is that overhearing is limited within the transmission range but

contention is defined by the interference range and the carrier sensing range. Consider

a wireless link (i, j) in Fig. 4-3, where the transmission range of the sender i is shown

by the solid circle, the carrier sensing range of i is shown by the dotted circle, and the

interference range of the receiver j is shown by the dashed circle. When any node in the

carrier sensing range of i makes a transmission, i will sense a busy channel and withhold

its own transmission. When any node in the interference range of the receiver j makes

a transmission, it will interfere with the signal from i. In the 802.11 DCF, if j senses a

busy channel before receiving an RTS, it will not return CTS. In this case, any node in

the carrier sensing range of j will interfere with the communication on (i, j). Clearly, the

interference range is determined by the signal strength at the receiver, which is related

to the distance between the sender i and the receiver j. The carrier sensing range is

typically set to be no less than the maximum interference range, which can be 1.78 times

the transmission range as suggested in [52] (also the default value used in ns-2).
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Under CSMA/CA, on one hand, (i, j) contends with any wireless link whose sender

or receiver is located within the carrier sensing range of i or the interference range of j,

including (a, b), (c, d), (e, f), (g, h), and (x, y). On the other hand, the sender i can only

overhear the CTS/ACK packets sent by y in the figure. Comparing the area in which

contending nodes may reside (within the dotted and dashed circles or beyond such as

a and e) with the shaded area from which s can overhear, it is clear that the number

of contending nodes that cannot be overheard can be greater than the number of nodes

that can be overheard. This seriously limits the effectiveness of any solution based on

overhearing.

We implement the Huang-Bensaou protocol [19], where fairness is achieved by

each node adjusting its contention window based on the overheard information of the

contending flows. The simulation result for the network of Fig. 4-1 is shown in Fig. 4-4.

The Huang-Bensaou protocol achieves almost perfect fairness when b and c are within

the transmission range of each other (such that c can overhear b’s CTS/ACK). However,

when the distance between b and c is beyond 250m, the Huang-Bensaou protocol is totally

ineffective. The same is true for all other schemes relying on overhearing.

4.3.3 AIMD Does Not Work Either

Is there a fairness solution that allows a wireless link to adapt its rate without

knowing the rates of its contending links? The classical fairness control scheme of AIMD

(Additive Increase Multiplicative Decrease) may be first to come into mind. TCP uses

AIMD (together with slow start) to achieve approximately proportional fairness among

end-to-end flows without requiring each flow to know the rates of its contending flows.

AIMD has been used in multihop wireless networks for congestion control [50; 51], but

there is very limited research on applying AIMD to achieve fairness among MAC flows. In

the following, we will show that AIMD is ill-fitted to this purpose.

For AIMD to work, the sender of a flow must be able to detect when the channel is

saturated (congested), which is the time for multiplicative decrease. There are a number
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of possible approaches. First, the sender may measure how busy the channel is. The

channel is considered to be saturated if the fraction of time for which it is busy exceeds

a certain threshold. This straightforward approach however does not work. Consider

the network in Fig. 4-1 and assume that node c is within the interference range of b but

outside the carrier sensing range of a. In this case, even when the channel is saturated by

transmissions on (c, d), node a will sense an idle channel.

Second, the sender may treat every failed transmission as a signal of channel

saturation and perform multiplicative decrease [24; 26]. We simulate the AIMD protocol

in [24] (the one in [26] is similar) on the network in Fig. 4-1, and the result is shown in

Fig. 4-5. The protocol works fine in a WLAN environment where the links are all from a

common access point to different hosts, which corresponds to the data points for distance

being −150m (such that a and c overlap to serve as the access point while b and d are

hosts.) However, it performs poorly in asymmetric settings when the distance between b

and c is greater than zero.

Third, the sender may monitor its buffer occupancy. Each sender generates packets

for transmission at a certain rate, which is controlled by AIMD. It signals congested

channel when the buffer length exceeds a threshold. The simulation result on the network

of Fig. 4-1 is shown in Fig. 4-6. Again, fairness is not achieved.

AIMD may also be used to indirectly control the flow rates. Idle Sense [25; 27]

replaces DCF’s random backoff by adaptively setting the same optimal size for the

contention window at all hosts. It was shown in [25] that, if the mean number of idle slots

between two transmissions in the channel is controlled to a certain desirable value, e.g.,

5.6 for 802.11b, the contention window size will be near-optimal for traffic throughput and

fairness. The algorithm of Idle Sense is for each host to measure the mean number n̂i of

idle slots between two transmissions in the channel and to gradually increase its contention

window when n̂i is below the desirable value or multiplicatively decrease its window

when n̂i is above the desirable value. Idle Sense makes the assumption that, when AIMD
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converges, the contention windows at all hosts will reach the same size, and thus, the

hosts will send at the same rate. This assumption is true in a WLAN where all hosts can

symmetrically sense one another’s carriers. It is however not true in general for multiple

contending WLANs. Consider the network of Fig. 4-1, where the distance between b and c

is 150m. Suppose the contention windows at the senders are set to the same size. Fig. 4-7

shows that the rate of flow (c, d) is far greater than that of (a, b) because the former’s

spatial location gives it a better chance to obtain the channel even when its contention

window is the same.

4.4 Proportional Increase Synchronized multiplicative Decrease

In this section, we analyze why AIMD does not work in CSMA/CA networks and

propose our solution, PISD, which consists of three rate control mechanisms: synchronized

multiplicative decrease, proportional increase, and background transmission. We have

extensively explored alternative ways for realizing the objectives of these mechanisms, and

used simplicity and effectiveness as guiding selection criteria.

4.4.1 Synchronized Multiplicative Decrease

Why does AIMD work for TCP but not for CSMA/CA? The reason is that AIMD

achieves fairness only with synchronized multiplicative decrease. Contending TCP

connections always perform multiplicative decrease simultaneously but that is not true for

MAC flows in CSMA/CA networks.

When a router becomes congested, packet loss is felt by all TCP connections that

pass the router. Hence, synchronized multiplicative decrease will be performed at the

senders. We illustrate the rates of two TCP connections over time in Fig. 4-8. The rates

are normalized such that the congestion happens when their sum is equal to 1. Initially,

the rates are different. At each multiplicative decrease, the two rates are reduced by the

same percentage and consequently the larger rate will be reduced by a larger amount,

closing the gap between the two, which will eventually converge to the same value.
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In a CSMA/CA network such as Fig. 4-1, the wireless links have different opportunities

to obtain the wireless medium for transmission, depending on their spatial locations. From

Fig. 4-2, we know that (c, d) is more capable of obtaining the medium than (a, b) when the

distance between b and c is shorter than 250m. At time 6 in Fig. 4-9, when the combined

rate of flow (a, b) and flow (c, d) reaches the channel capacity, because (c, d) is able to

obtain the bandwidth it needs, node c sends all its packets out but node a observes buffer

buildup and transmission failure (with a much larger likelihood). Consequently, a detects

channel congestion and performs multiplicative decrease, while c does not. Since the rate

of (a, b) experiences multiplicative decrease more frequently, it will be smaller than the

rate of (c, d).

4.4.2 AISD: Additive Increase Synchronized Multiplicative Decrease

In order to achieve fairness in CSMA/CA networks, we must ensure that multiplicative

decrease is performed at contending senders simultaneously. We design a new protocol,

called AISD, for this purpose. There are two major problems to be solved.

The first problem is how to detect channel congestion. For each flow (i, j), the sender

i stores all arrival packets in a repository buffer above the MAC layer. It locally maintains

a time-dependent target rate ri,j(t) at which packets from the repository buffer are released

to the MAC layer for transmission to the receiver j. The flow is backlogged if the packet

arrival rate is greater than the target rate such that the repository is not empty. The

target rate of a backlogged flow is additively increased over time. The actual rate at which

the MAC layer sends out packets is called the sending rate, which is bounded by the target

rate.

When the sum of the target rates of all contending flows in the channel is smaller

than the capacity of the channel, all (or most) packets released by the senders to the MAC

layer can be transmitted. Consequently the senders will not observe persistently growing

packet queues at their MAC layer. However, additive increase will eventually improve

the target rates such that their sum exceeds the channel capacity. When this happens,
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the flow that is least capable of competing for media access will see its packet queue

growing. When the queue length passes a threshold, the sender claims that the channel

is congested. Other flows that are more capable of obtaining the wireless medium may

still find their queues empty. When we refer to packet queues, we always mean the queues

storing packets released to the MAC layer, not the repository above the MAC layer.

The second problem is how the sender that detects channel congestion informs the

contending nodes such that they can perform synchronized multiplicative decrease. One

solution is for the sender and its receiver to jam the channel with a radio signal for an

extended period of time. Before jamming, the contending nodes are able to transmit at

decent rates (because the sum of all target rates has just passed the channel capacity for a

small amount after the most recent additive increase). During jamming, they can hardly

send out any packets, which gives them a clear indication that someone is jamming, and

the only reason for jamming is that channel congestion has been detected. As their queue

lengths exceed the threshold, they will join jamming, which provides additional assurance

that all contending nodes in the channel will learn that the channel is congested. Although

the jamming approach works, it wastes bandwidth. Instead of using a dedicated radio

signal, a node can jam the channel with its own packets. During jamming, to ensure that

the node is able to occupy the channel, we reduce its minimum congestion window to a

small fraction of the default size. Besides window reduction, the jamming packets are

expected to follow the same collision avoidance/resolution protocol (such as DCF) as other

packets do. (This is what we do in all our simulations.)

The AISD protocol is summarized as follows. After each unit of time, the sender of a

backlogged flow (i, j) increases its target rate by

ri,j(t) = ri,j(t− 1) + α (4–1)

At this rate, the sender releases packets to a queue, from which the MAC layer picks up

packets for transmission. In one time unit, packets of total size ri,j(t) will be released.
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The quota is defined as the number of bytes that remain available for transmission in

the current time unit, which is equal to ri,j(t) less the number of bytes that have been

transmitted during the current time unit. (Note that it includes both packets to be

released and packets already released to the queue but not transmitted yet.)

When the packet queue at node i for link (i, j) exceeds a threshold length, i claims

that the channel is congested and jams the channel immediately. If the quota is sufficiently

large, it jams for the rest of the current time unit; otherwise, it jams for one more time

unit. The jamming is performed by releasing all packets within the quota to the queue

and reducing the minimum contention window to a small value. Multiplicative decrease is

performed at the end of the time unit during which jamming is performed.

ri,j(t) = ri,j(t− 1)× (1− β) (4–2)

As a safeguard, multiplicative decrease should not be performed for two consecutive

time units. The protocol does not require the clocks of the nodes to be synchronized.

If a node is the sender for multiple flows, it performs media access and random backoff

independently for each flow. Packets for different flows are queued separately. Consider

flows (a, b) and (a, c). Suppose (a, b) contends with (i, j) while (a, c) does not. When (i, j)

is transmitting, node a performs independent media access for its two flows. For example,

it may send an RTS to b and then set the backoff timer for (a, b) due to an RTS collision

at b. While waiting on the timer for (a, b), it sends an RTS to c and then delivers a packet

on (a, c).

We simulate AISD on the network of Fig. 4-1 with the following additional parameters:

α is 5 kBps, β is 25%, the time unit is one second, the queue-length threshold that triggers

jamming is 10 packets, and the minimum contention window for jamming is one tenth of

the default size. In the simulation, each packet is 1 kB long. We find AISD can robustly

ensure synchronized multiplicative decrease. Fig. 4-10 shows that, using AISD, the rates of

the two flows are about the same for any distance between b and c. Fig. 4-11 shows AISD
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in action over time when the distance between b and c is 100m. At time 0, the rate of flow

(c, d) is much larger. Then, AISD kicks in to equalize the two rates.

4.4.3 PISD: Proportional Increase Synchronized Multiplicative Decrease

Next we extend AISD for weighted fairness by replacing additive increase with

proportional increase. The resulting protocol is called PISD. Suppose the network

administrator assigns a weight wi,j to each MAC flow (i, j) based on application

requirements. For example, a MAC flow serving an important server should be given a

higher weight than a MAC flow serving a regular client host. The problem is for the MAC

layer to allocate the channel’s bandwidth among contending MAC flows in proportion to

their weights. This is called weighted fairness. Fairness as discussed previously is a special

case in which all weights are equal.

The PISD protocol is similar to AISD except for how the target rates are increased:

After each unit of time, the sender of flow (i, j) increases its target rate by

ri,j(t) = ri,j(t− 1) + αwi,j (4–3)

The rest of the protocol is the same as AISD. We prove in the next section that PISD

achieves weighted fairness.

We again simulate PISD on the network in Fig. 4-1. We assign wa,b = 3 and wc,d = 1,

and the result is shown in Fig. 4-12. Weighted fairness is achieved. Fig. 4-13 shows the

rates of the two flows with respect to time when the distance between b and c is 100m.

Clearly, flow (a, b) achieves three times the rate of flow (c, d) because it increases the rate

at three times the speed of the latter.

4.4.4 PISD with Background Transmission

Using AIMD, TCP will not utilize the bottleneck router’s full capacity at all times

due to multiplicative decrease, which is evident from Fig. 4-8. Similarly, using PISD,

CSMA/CA will not fully utilize the channel capacity right after multiplicative decrease. It

can be easily shown that, in theory, the average rate of a flow is smaller than the optimal
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value by a fraction no more than β
2

(see the next section). If β = 25%, then the fraction is

12.5%. However, in our simulations, the degradation is mostly around 5% and sometimes

up to 10%. We believe this is due to the interaction of PISD with the protocol details of

CSMA/CA, particularly the IEEE 802.11 DCF, many of whose details concerning RTS,

CTS, DIFS, EIFS, minimum/maximum contention windows, and backoff algorithm can

impact flow rate. No matter what the degradation may be, we augment PISD with a new

technique, background transmission, which will utilize the unused channel bandwidth for

packet transmission.

Right before each multiplicative decrease, the sum of the target rates at all contending

nodes exceeds the channel capacity by a small amount. After the target rates are

multiplicatively decreased, their sum is below the channel capacity by a fraction of β

at most. For each flow (i, j), the sender i remembers its target rate right before the most

recent multiplicative decrease. This rate is called the background rate, which stays the

same until the next multiplicative decrease. Our basic idea is that we want to ensure

that all senders are able to transmit at their target rates and, if there is extra channel

bandwidth, we allow the senders to compete for additional transmissions up to their

background rates. When a node’s sending rate is above its target rate, its transmission

is called a background transmission. When the sending rate is below the target rate,

its transmission is called a regular transmission. When a regular transmission of one

node contends with a background transmission of another, the former should be given

priority. To achieve such differentiation, we increase the minimum contention window for

background transmission.

The PISD protocol with background transmission is as follows. Proportional increase

synchronized multiplicative decrease is performed on the target rate as usual. But a

sender i releases packets to the MAC layer at the background rate (the rate before the last

multiplicative decrease). The node also keeps track of the number nt of bytes that would

have been released at the target rate. Let δ be the time that has elapsed in the current
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time unit. nt = ri,j(t) × δ. Let ns be the number of bytes that has been delivered to the

receiver in the current time unit. When ns is equal to or greater than nt, the sender knows

that it is now making background transmissions and therefore it increases the minimum

contention window. When ns becomes smaller than nt, the sender changes its minimum

contention window back.

We simulate PISD with background transmission on the network in Fig. 4-1 with a

minimum contention window for background transmission twice the size of the default

minimum contention window for regular transmission. (Note that the default value for

regular transmission is set by ns-2 based on the standard of 802.11 DCF.) Fig. 4-14

shows that the flows pick up the extra bandwidth left by PISD for additional packet

transmission. This extra bandwidth, representing only a small fraction of channel capacity,

is not regulated by proportional increase multiplicative decrease, and consequently it is

unevenly distributed between the flows based on the IEEE 802.11 DCF.

4.4.5 Discussion

The fairness problem becomes tricky when wireless links have different transmission

(modulation) rates. The operations of PISD are independent of transmission rate. It

achieves fairness regardless of whether the transmission rates of the links are the same or

different. However, under non-uniform transmission rates, it is well known that ensuring

each flow a fair share of bandwidth may cause significant reduction in a WLAN’s overall

throughput [53]. One solution to this problem is to change the definition of fairness.

Instead of ensuring a fair bandwidth share, we allocate each flow a fair share of channel

occupation time. PISD can be adapted to serve this purpose. Consider three contending

wireless links whose transmission rates are 11 Mbps, 5 Mbps and 2 Mbps, respectively.

If we let the weight of the 11 Mbps flow be one, we shall assign the weights of other two

flows to be 5
11

and 2
11

, respectively. While the two flows will send at lower rates, their

transmissions take inversely proportionally longer time, resulting in the same channel

occupation time for the three flows.
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For implementation, PISD performs all rate adaptation operations on top of the MAC

layer. It requires the MAC to support multiple queues (one for each adjacent link) and

provide an API that allows MAC parameters to be changed. For example, jamming is

implemented by reducing the minimum contention window.

4.5 Analysis

It is well known that AIMD converges [46]. Much work about AIMD has been

performed in the context of TCP [47; 48; 39]. In this section, we analyze PISD and show

that it achieves weighted fairness after convergence. More importantly, we derive the

convergence time, the channel coverage, and the convergence accuracy with respect to

α and β, and reveal the performance tradeoff that can be made by changing these two

parameters.

4.5.1 Weighted Fairness and Convergence Time

Consider a set L of MAC flows that contends in the same wireless channel whose

effective capacity is C. When the sum of the target rates of all flows is below the channel

capacity, the channel will be able to deliver the packets of the flows and the senders will

proportionally increase their target rates. Once the sum exceeds the channel capacity, the

senders will immediately decrease their target rates multiplicatively. PISD performs the

following rate control.

ri,j(t + 1) =





ri,j(t) + αwi,j , if
∑

(i,j)∈L ri,j(t) ≤ C

ri,j(t)(1− β), if
∑

(i,j)∈L ri,j(t) > C

We derive how much time it takes PISD to converge such that the rates of the flows are

stabilized and proportional to their weights. Our results show that the convergence time is

a decreasing function of both α and β.

When multiplicative decrease happens, even if the combined target rate of all flows

may be greater than the channel capacity, it will be greater only by a small amount due

to the nature of additive increase. To simplify the analysis, we treat them as equal. A

PISD period, denoted as P , is defined as the time between two consecutive multiplicative
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decreases. We derive the value of P as follows: Consider an arbitrary multiplicative

decrease, which is triggered when
∑

(i,j)∈L r(i, j)(t) = C. It reduces all target rates by a

fraction of β and hence leaves βC of channel capacity unused. The proportional increase

improves the combined rate of all flows at a speed of αW , where W =
∑

(i,j)∈L wi,j. After

a period P , the combined rate should be increased by βC in order to make the channel

saturated again and cause the next multiplicative decrease. Since P × αW = βC, we have

P =
βC

αW

Without losing generality, for l = 0, 1, 2, ..., let t = lP be the time units right before

multiplicative decrease, and t = lP + 1 be the time units after multiplicative decrease.

Multiplicative decrease occurs at the time instant between lP and lP + 1. Given arbitrary

values for ri,j(0),∀(i, j) ∈ L, we show that ri,j(t) will converge towards a value that is

proportional to wi,j as t increases.

First, we determine the value of ri,j(lP ). During each PISD period, the target rate is

first multiplicatively decreased and then proportionally increased. Hence, for l > 0,

ri,j(lP ) = ri,j((l − 1)P )× (1− β) + αwi,j × P

By induction over the above iterative formula, we have

ri,j(lP ) = C
wi,j

W
+ (ri,j(0)− C

wi,j

W
)(1− β)l

The second term on the right side diminishes to zero when l becomes large. Hence, ri,j(lP )

converges to

r∗i,j = C
wi,j

W
.

Next, we determine the value of ri,j(t), t ≤ lP , for l = 0, 1, 2, .... The rate is

multiplicatively decreased immediately after time bt/P cP and then proportionally
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increased. We have

ri,j(t) =ri,j(bt/P cP )× (1− β) + αwi,j × (t mod P )

=C
wi,j

W
(1− β) + (ri,j(0)− C

wi,j

W
)(1− β)bt/P c+1

+ αwi,j × (t mod P )

As t increases, the second term on the right side diminishes to zero. Hence, ri,j(t)

converges to the following curve,

r∗i,j(t) = C
wi,j

W
(1− β) + αwi,j × (t mod P ),

which is independent of the initial value ri,j(0). The average of ri,j(t) over the l period,

denoted as Ai,j(l), is given below

Ai,j(l) =
(
∑

(l−1)P<t<lP ri,j(t)) + r(lP )

P

= C
wi,j

W
(1− β

2
) +

αwi,j

2
+ (ri,j(0)− C

wi,j

W
)(1− β)l

The third term on the right side diminishes to zero when l increases. Hence, the average

rate converges to

A∗
i,j = C

wi,j

W
(1− β

2
) +

αwi,j

2
,

which is proportional to the weight wi,j.

We define the convergence time as the time it takes for Ai,j(l) to be ε-close to its

target A∗
i,j. The ε-closeness is defined as follows:

|Ai,j(l)− A∗
i,j|

A∗
i,j

≤ ε

We derive the lower bound of l that can satisfy the above inequality. Note that ri,j(0) ≤
C.

l ≥ log1−β

ε(C
wi,j

W
(1− β

2
) +

αwi,j

2
)

|ri,j(0)− C
wi,j

W
|

≥ log1−β

ε(C
wi,j

W
(1− β

2
) +

αwi,j

2
)

|C − C
wi,j

W
|
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The time for l periods is t = lP . Hence, the convergence time is

t ≥ βC

αW
log1−β

ε(C
wi,j

W
(1− β

2
) +

αwi,j

2
)

|C − C
wi,j

W
|

From the above formula we see that, the convergence time is a decreasing function for

both α (α > 0) and β (β ∈ (0, 1)). In other words, the larger the value of α (or β) is, the

faster the convergence is.

4.5.2 Channel Coverage

We study how much bandwidth is regulated (or covered) by PISD. The channel

bandwidth covered by PISD is distributed to the flows in proportion to their weights.

The channel bandwidth not covered by PISD is arbitrarily distributed to flows through

background transmission. Formally, the channel coverage, denoted as Cov, is defined as

the sum of the average target rates of the flows after PISD fully converges divided by the

channel capacity.

Cov =

∑
(i,j)∈L A∗

i,j

C
= 1− β

2
+

αW

2C

We know that αW
2C

= β
2P

, where P is the PISD period that is greater than 1. Hence, the

channel coverage is mainly controlled by β. The smaller the value of β is, the more the

channel bandwidth PISD controls.

4.5.3 Convergence Accuracy

If every flow is able to deliver all packets released to the MAC layer in a timely

fashion, then the sending rate will be equal to the target rate and therefore weighted

fairness is accurately achieved once all target rates are fully converged. That is not the

case if not all packets released based on the target rate can be delivered.

As the flows’ target rates are proportionally increased in a PISD period, it is possible

that, right before multiplicative decrease, the sum of all target rates is slightly greater

than the channel capacity, in which case not all packets can be delivered. We study the

impact of this case below.
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In the worst case, a flow (i, j) cannot transmit any packet in the last time unit of

a PISD period. Suppose the target rates of all flows are fully converged. The amount of

data that flow (i, j) cannot deliver in the last time unit is bounded by r∗i,j. The amount

of data that is supposed to be delivered in the whole period is A∗
i,jP . The convergence

accuracy of PISD, denoted as Acc, is defined as follows.

Acc = 1− r∗i,j
A∗

i,jP
= 1− 1

(1− β
2
) βC

αW
+ β

2

Hence, the convergence accuracy decreases as α increases.

Putting all of the above analysis together, we can see that choosing the values of α

and β is actually making a tradeoff among three system properties: convergence time,

channel coverage, and convergence accuracy.

4.6 Additional Simulations

We perform additional simulations with ns-2 under two scenarios to evaluate the

effectiveness of the proposed PISD protocol. PISD is implemented on top of the IEEE

802.11 DCF. If not specified otherwise, the simulation parameters are the same as those

in Section 4.3.1 and Section 4.4.2. The parameters for 802.11 DCF use the default values

set by ns-2 according to the protocol standards. By default, α = 2 kBps, and β = 25%.

We will study how different values for α and β affect PISD’s performance. By default,

background transmission is turned off.

Shown in Fig. 4-15, our first simulation scenario consists of two access points, a and

b, located at two nearby buildings. Node a sends data to three client hosts, h1, h2 and

h3. Node b also sends data to three client hosts, h4, h5 and h6. The clients are evenly

spread around the access points. The length of each wireless link is 80m, and the distance

between a and b is 480m. Fig. 4-16(a) shows the flow rates under the IEEE 802.11 DCF.

When the rate curves of several flows overlap, we will explain which flows each curve

represents in both text and figure caption. Under the 802.11 DCF, the rates of flows

(a, h1), (a, h2) and (a, h3) are the same (the lower curve in the left plot) because node a
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schedules packets in round robin order among local flows. The rates of flows (b, h4), (b, h5)

and (b, h6) are also the same (the upper curve in the left plot). However, the rates of flows

from a are much smaller than the rates of flows from b. Because the distances from a and

its clients to b and its clients are greater than the transmission range 250m (see simulation

parameters in Section 4.3.1), no overhearing-based solutions work here. The simulation

result for the Huang-Bensaou protocol [19] is shown Fig. 4-16(b), which is comparable to

what the 802.11 DCF produces.

PISD is able to achieve fairness among all flows, as shown in Fig. 4-17. Starting from

different initial rates, all flows converge to the same fair rate. The total throughput is

428.1 packets per second, comparing with 444.6 under the 802.11 DCF with or without

the Huang-Bensaou protocol. Next, we turn on background transmission, and the result

is shown in Fig. 4-18. Some flows achieve higher average rates, and the total throughput

becomes 455.8 packets per second. It is higher than the throughput under the 802.11

DCF because of reduced radio collisions, thanks to intermittent release of packets to the

MAC layer at the background rate. Since the additional rate acquired through background

transmission obscures the rate curve produced by PISD, for presentation clarity, we will

turn it off in other simulations.

We now study how β and α affect the performance of PISD. The simulations confirm

the analytical results in Section 4.5.1. First, we double the value of β while keeping

α the same, and the simulation result in Fig. 4-19 shows that the flow rates converge

quicker, when comparing with Fig. 4-17. It also shows that the average flow rate is

smaller, indicating a smaller channel coverage by PISD (as predicted in Section 4.5.2), and

therefore more bandwidth is allocated for background transmission. Second, we double

the value of α while keeping β the same, and the simulation result in Fig. 4-20 shows

that the flow rates converge quicker, when comparing with Fig. 4-17. It also shows that

convergence accuracy decreases due to the sudden drop in the rates of some flows right

before multiplicative decrease, as predicted in Section 4.5.3.
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So far we have set all flow weights to 1. As shown in Fig. 4-21, we modify the

topology by turning h2 and h6 into servers that upload data to access points a and b,

respectively. We set the servers’ weights to 3, and the simulation result in Fig. 4-22(a)

shows that the rate of a server is about twice the rate of a client. One may notice the

spikes in the rate adaptation curves in the figure. Such spikes are expected according to

our analysis in Section 4.5.3. They only happen in the last time unit of a PISD period

when the aggregated target rate of all contending flows exceed the channel capacity.

When nodes that detect channel congestion jam the channel with their packets, the

node that detects congestion last may send at a low rate, causing a downward spike.

Since the spikes may only happen at the end of a PISD period, its impact on the average

flow rate is limited, which is confirmed by the analytical result in Section 4.5.3 and the

simulation result in the left plot, where the average rates of the server flows are 124.0 and

125.1 packets per second respectively, and the average rates of the client flows are 41.8,

42.3, 42.4 and 42.7 packets per second respectively. Moreover, Section 4.5.3 shows that

decreasing α will improve convergence accuracy (i.e., reduce spikes), which is confirmed by

the simulation result in Fig. 4-22(b), where α is reduced by two thirds.

Next we expand the network to have four access points and ten hosts. The access

points are located at the corners of a 380m × 380m square. The distance from the

hosts to their access points varies from 70m to 150m. Their relative positions are shown

in Fig. 4-23. The rates of the flows under PISD, PISD with background transmission

(PISD-b), DCF, and the Huang-Bensaou protocol (H.-B.) are shown in Table 4-1. PISD

is able to achieve fairness while the DCF and the Huang-Bensaou protocol cannot in this

scenario.

Our second simulation scenario is an ad hoc network shown in Fig. 4-24, where

visitors to a commercial conference download information from exhibit booths to their

laptops via direct wireless links that share the same channel. The size of the area is 400m

by 600m, and the nodes are plotted in the area based on their assigned coordinates. The
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simulation results are shown in Table 4-2. Each row contains one weight assignment

and the corresponding flow rate achieved by PISD. The results demonstrate the great

flexibility and quantitative precision that PISD is able to bring into CSMA/CA networks.

4.7 Limitation of PISD

In the previous sections, we have shown that PISD is able to provide fairness in

CSMA/CA networks by using only localized operations, and it does not require hosts to

overhear their neighbors. However, PISD still has a limitation, which is that it assumes

that all flows are mutually contending. In this section, we show that when PISD is applied

in a multihop network or a set of WLANs consisting of multiple contention groups, its

performance may be degraded. Note that a contention group is defined as a group of

maximal number of flows that mutually contend. Each contention group is corresponding

to a maximal clique in the contention graph of a network.

In PISD, to insure synchronized multiplicative decrease, a flow jams its neighboring

flows with full transmission capability after it detects a saturated channel. As a result,

the neighboring flows being jammed will again detect a saturated channel and jam their

neighbors. This process indeed leads to a synchronized multiplicative decrease in the

whole network. In fact, under PISD, the transmission rates of the flows are bounded

by the bottleneck of a multihop network, where we define the bottleneck of a multihop

network as the contention group with the largest number of mutually contending flows.

We can observe this problem from an example below.

As shown in Fig. 4-25, the network consists of six flows. The six flows form two

contention groups. In the first contention group S1, flow (h1, h2) only contends with flow

(h3, h4). In the second contention group S2, the five flows (h3, h4), (h5, h6), (h7, h8),

(h9, h10), (h11, h12), all contend with each other. We conduct simulations with ns2 to

study the rates of the flows achieved by PISD. The lengths of the six links are 150m, and

other simulation parameters remain the same as previous sections.

78



Table 4-3 shows the average numbers of packets per second sent over the six flows.

We see that PISD achieves fairness among all the flows. Contention group S2 is the

bottleneck of the network, in which six flows mutually contend. For these six flows, they

all attain equal rates, and the summation of their rates is 368.9 PPS (packets per second),

which is close to the channel capacity1 . However, the interesting point is on the rate of

flow (h1, h2), or more specifically, the channel utilization of the contention group S1. We

notice that the combined rate of flow (h1, h2) and (h3, h4) is just 147.9 PPS, which is far

lower than the channel capacity. There is room for flow (h1, h2) to attain a much higher

rate, but PISD does not make it. The reason is that (h1, h2) is often obliged to perform

multiplicative decreases by (h3, h4), although the channel of contention group S1 is not

really saturated.

We have seen that the problem of PISD is that the low rates in the bottleneck of a

network will propagate to other parts of the network. We expect a new scheduling scheme

that solves this problem and works properly for networks with multiple contention groups.

In the following sections, we extend PISD into new schemes that are able to approximate

proportional fairness.

4.8 Proportional Fair Scheduling

Having known the limitation of PISD, in this section we develop PISD into new

schemes that are suitable for networks with multiple contention groups. We first give a

simple solution called PISD-RS (PISD with Reduced jamming Strength), which comes

directly through simple modifications on PISD. We then give a more sophisticated solution

called PFS (Proportional Fair Scheduling), which overcomes a problem that PISD-RS

1 Channel capacity is about 450 PPS. The summation of the rates is lower than the
channel capacity. This is due to the channel coverage degradation caused by the AIMD
scheme employed in PISD, and it can be tuned by the value of β. In this simulation, β is
0.5.
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has. In Section 4.9, through theoretical analysis we show that the essence behind PFS is

proportional fairness.

4.8.1 Reducing Channel Jamming Strength

Before introducing our solution, we first need to take a closer observation on why flow

(h1, h2) in Fig. 4-25 get low rate under PISD. Suppose at a certain time unit, contention

group S2 is saturated but contention group S1 is not. Not losing generality, suppose flow

(h5, h6) is the first one that detects channel saturation. By the design of PISD, node h5

will jam the channel by sending a number of packets with a small contention window

size. Then, flow (h3, h4) will feel the jamming through its increasing queue length. Note

that there is no difference between detecting a jamming and detecting the channel to

be saturated. Once the jamming is detected by h3, it also performs the same thing —

jamming the channel. The jamming made by h3 will eventually cause (h1, h2) to execute a

multiplicative decrease, although at this time S1 is not really saturated.

A first intuition on solving the above problem is to simply reduce the strength of each

jamming. This is reasonable, although it still has problems as we will show later. The

idea is that, when a contention group Sk is saturated, any flow (i, j) in Sk tries to jam

the channel with a proper strength that is just enough to make the flows in Sk feel the

jamming, but will not make other neighbors of (i, j) feel it. Thus, we change the jamming

scheme of PISD to the following:

At time unit t, if a flow (i, j)’s queue length passes a threshold, to jam the channel, i

temporarily increases its target rate by a factor of λ, from ri,j(t) to ri,j(t)× (1 + λ), and at

the same time, i reduces its minimum congestion window to a small fraction of the default

size.

A typical value of λ used in our experiments is 0.2. Note that the above modification

only applies to the jamming part in the protocol of PISD, and the AIMD part still
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remains unchanged, which can be summarized as:

ri,j(t + 1) =





ri,j(t)(1− β), if queue length > threshold

ri,j(t) + αwi,j, otherwise

where α and β are system parameters, and wi,j is the weight of flow (i, j). The default

value of any wi,j is 1. It is worth of noting that, as a safeguard that is also in the original

PISD, multiplicative decrease should not be performed for two consecutive time units.

We name the above revised protocol as PISD-RS (PISD with Reduced jamming

Strength). Its effectiveness can be immediately seen from a simulation again on the

network shown in Fig. 4-25. In the simulation, α = 10 kBps (equivalent to 10 packets

per second), β = 0.5, and λ = 0.2. Results are shown in Table 4-4. Compared with

Table 4-3, the rate attained by flow (h1, h2) is much increased, from 74 PPS to 275.5

PPS. The combined rates of the flows in each of the contention groups (S1 and S2) are

also increased, which shows that the channel bandwidth is now better utilized then

the original PISD. In fact, as we will prove later, PISD-RS approximates proportional

fairness. A set of theoretical values given by proportional fairness are shown in the third

column of the table, assuming the capacity of each contention group to be 450 PPS.

Note that the theoretical values are just to give us a sense on proportional fairness. For a

purely distributed algorithm like PISD-RS in which there is merely no communication or

collaborations among the hosts, it is very hard to strictly achieve the theoretical values.

Although the rates attained by PISD-RS are lower then the theoretical values for various

extents due to interferences in real protocol execution, they still show a consistency to the

proportional fairness. As a baseline, in the forth column of the table, we show the rates of

the flows attained under ordinary IEEE 802.11 DCF. We see that very severe unfairness

exists. In fact, (h3, h4) can hardly transmit any packets.
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4.8.2 Problem of PISD-RS

As a simple solution, although PISD-RS moves a step towards proportional fairness,

it is still problematic. The concern is on whether the new jamming scheme with reduced

strength is always able to guarantee each jamming to be successful. We know that

jamming is introduced to assure synchronized multiplicative decreases. An unsuccessful

jamming will cause an asynchronous multiplicative decrease, which should be avoided.

Indeed, unsuccessful jammings do occur in PISD-RS.

We still use a simulation to show the problem. We take away flow (h1, h2) from the

network shown in Fig. 4-25, and hence all the remaining flows are in a common contention

group, through which we can better see the problem. The new network is shown in Fig.

4-26. Clearly, if synchronized multiplicative decrease is always guaranteed, the five flows

should gain equal rates. However, the simulation result shows that the rates of the flows

(h3, h4), (h5, h6), (h7, h8), (h9, h10), and (h11, h12) attained by PISD-RS are 47.3, 86.6,

84.2, 89.3, and 90.9 packets per second, respectively. The result indicates that (h3, h4)

sometimes makes unsuccessful jammings and performs multiplicative decreases on its own.

The problem is resulted from an insufficient jamming strength.

Can we remedy the problem simply by increasing the value of λ so that the jamming

strength is increased? Unfortunately, the answer is no. Because under PISD-RS, during a

synchronized multiplicative decrease in a contention group, every flow indeed performs a

jamming. Assuming that the combined rate of the flows before the multiplicative decrease

is approximately equal to the channel capacity C, the total jamming strength is about λC.

Increasing the value of λ directly leads to a larger total jamming strength and will likely

propagate the jamming to neighboring contention groups, which is just the same problem

that the original PISD suffers from.

On the other hand, as we have seen, keeping a small λ value may result an insufficient

strength for a single jamming. Back to the example of Fig. 4-26, assuming that the target

rate of flow (h3, h4) before performing a jamming is 1
5
C, the jamming strength is 1

25
C, if
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λ = 0.2. With such a small strength, it is hard to guarantee other neighbors to detect the

jamming.

4.8.3 PFS (Proportional Fair Scheduling)

To extricate from the dilemma of PISD-RS, a more delicate scheme should be

introduced. We want to assure a sufficient strength for each single jamming, while at the

same time we also want to keep the total jamming strength performed by all flows in a

contention group as small as possible. The solution is that, only one flow should jam the

channel for each synchronized multiplicative decrease in a contention group. This is the

idea that inspires the design of PFS (Proportional Fair Scheduling).

Though the intuition is straightforward, the implementation is not. Suppose flow

(i, j) is the first one that detects a saturated channel and wants to initiate a synchronized

multiplicative decrease in a saturated contention group. (i, j) must by some means notify

the other flows in the contention group. For those flows being notified, we want them

to only perform multiplicative decreases but not any additional jammings. To meet this

requirement, we introduce a two-phase jamming scheme. In the first phase, the first flow

that detects channel saturation and wants to jam the channel claims itself as the leader

to all its neighboring flows. In the second phase, the leader jams the channel, while its

neighbors try to detect the jamming but they will not jam the channel again. Detailed

operations are depicted below.

In the first phase, if a flow (i, j) detects that its queue length passes a constant

threshold Φ1, it starts to claim itself as the jam leader in the current time unit. To

claim to be the leader, (i, j) conducts a noise jamming, which is different from a regular

jamming that we have seen. For regular jammings, nodes just increase their target rates

and decrease the contention window size, and all packet transmissions still follow the

CSMA/CA protocol. In a noise jamming, node i first signals node j with a noise jamming

bit carried in a control packet that is transmitted with a small contention window. After

the signal is received by j, both i and j jams the channel with noise for a certain period
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of time Tnoise. Note that, noise jamming does not follow the carrier sensing backoff or

NAV stage, hence the noise is guaranteed to be sent out immediately. If a node senses

the channel to be consecutively busy for Tnoise, the node determines that it has been

noise jammed, and the node decides to become a MD candidate (a candidate to perform

a multiplicative decrease). In our simulations, Tnoise is set to 0.016 seconds, which is

equivalent to transmit 2000 bytes in broadcast mode.

In the second phase, the leader jams the channel with a strength of λC, by which we

mean the leader temporarily increase its target rate from ri,j(t) to ri,j(t) + λC. Still, λ

is set to 0.2 in our simulations. Note that, being different from PISD-RS, here the jam

strength is λ times the channel capacity C instead of the target rate of the flow itself.

After jamming the channel, the leader makes a multiplicative decrease at the end of the

time unit. For the MD candidates, they use the same jamming detection scheme that is

used in PISD-RS. If the queue length of a MD candidate passes a constant threshold Φ2

(normally, Φ2 is smaller than Φ1), it makes a multiplicative decrease at the end of the time

unit. Otherwise, the node does nothing. For all nodes, their roles of being leaders or MD

candidates are cleared at the next time unit.

We name the above redesigned solution with a two-phase jamming scheme PFS

(Proportional Fair Scheduling). Except the jamming scheme, the remaining AIMD rate

adaptation part of PFS is the same as PISD-RS. We can understand how PFS works

through an example again on the network shown in Fig. 4-25. Suppose at the beginning

of time unit t, contention group S2 is saturated (the total rate of the five flows in S2 is

almost C), while at the same time contention group S1 is not saturated. Also suppose flow

(h3, h4) first detects that its queue length passes Φ1. Note that (h3, h4) is more likely to

detect channel saturation than other flows because of two reasons. First, (h3, h4) is the

only flow in the network that belongs to both of the two contention groups. Second, due

to location dependant contentions and the hidden terminal problem, all the four flows to

the right of (h3, h4) have priority on accessing the channel than (h3, h4) [35; 19]. By the
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design of PFS, both nodes h3 and h4 immediately make a noise jamming, and (h3, h4)

becomes a jam leader. All nodes in the carrier sensing ranges of h3 and h4 will detect the

noise jamming and then become MD candidates. In this case, all nodes in the network

except h3 and h4 are now MD candidates. Next, (h3, h4) decreases its contention window

and increases its target rate for λC, about 90 PPS, to jam the MD candidates. For flow

(h1, h2), because contention group S1 is not saturated, it will be unlikely to feel the

jamming, and hence it will not perform multiplicative decrease. For the four flows to the

right of (h3, h4), because S2 is already saturated, they will detect the jamming. Finally, at

the end of the time unit, all flows in S2 will perform multiplicative decreases. Simulation

results are shown in Table 4-5. In the simulation, Tnoise = 0.016 seconds, λ = 0.2, Φ1 = 30

packets, Φ2 = 10 packets. Compared with PISD-RS, the rate of the weakest flow: (h3, h4)

is increased. In fact, the flows’ rates attained by PFS better approximate the theoretical

values of proportional fairness shown in Table 4-4.

Next, we show that the problem of PISD-RS is avoided by PFS. We run a simulation

on the network of Fig. 4-26 under PFS. The resulted rates of the flows (h3, h4), (h5, h6),

(h7, h8), (h9, h10), and (h11, h12) are 72.4, 74.8, 87.5, 88.3, and 75.0 packets per second,

respectively. Unlike PISD-RS, all the five flows gain similar rates now under PFS.

We then test the weighted fairness achieved by PFS. We change the weight of

flow (h3, h4) to 2, and the weights of all other flows still remain the default value: 1.

Simulation shows that the rates of the six flows are 122.8, 61.8, 61.7, 61.4, and 73.7

packets per second. We see that their rates attained under PFS are in proportion to their

weights.

We stress that PFS is suitable for multihop wireless networks or multiple WLANs

with multiple contention groups, and the rates attained by PFS approximate proportional

fairness. In the following sections, we prove the above facts through both theoretical

analysis and additional simulations.
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4.9 Analysis on Proportional Fairness

In this section, we prove that flows’ rates attained by PISD-RS and PFS approximate

proportional fairness 2 . In the prove, we consider the ideal case, where we assume that

flows in a contention group make a synchronized multiplicative decrease only when their

combined rate gets to the channel capacity C. This assumption does not always hold in

real protocol execution, because a jamming with a strength of λC may cause a contention

group whose total rate is (1 − λ)C to make a multiplicative decrease. As λ is small, we

claim that the protocols approximate proportional fairness. The prove exploits the theory

on convex optimization, and it is inspired by the work in [54].

We formulate the problem as follows. A network is modeled as GN = (VN , EN),

where VN represents the set of all nodes in the network, and EN represents the set of

all single-hop MAC flows. The contention relations among the flows can be summarized

using a contention graph GC = (VC , EC) based on the network graph GN . Here every flow

en ∈ EN has a corresponding vertex vi ∈ VC , hence |EN | = |VC |. Any pair of vertices in

GC has an edge connecting them if and only if the corresponding two flows in GN contend

with each other. A subgraph is called a clique if every pair of vertices in the subgraph has

an edge between them. A maximal clique is a clique that is not contained in any other

clique. For simplicity, in the rest of this section we use the term clique to denote maximal

clique. We consider the contention graph GC and assume that the resource is designated

to every clique.

We can use a convex optimization model to describe the network. The constraints are

determined by the network’s topology, while different fairness objectives can be achieved

by different utility functions. According to the optimization problem, we have a rate

update function using the gradient decent method. By comparing the update function

2 The analysis in this section is finished by Bo Li, a coauthor of one part of our work,
and it is included here for completeness.
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with the rate adaptation scheme employed in the protocol of PFS (and PISD-RS), we can

derive the utility function in the optimization problem corresponding to the particular

protocol. From the utility function we can get to know what kind of fairness the protocol

actually achieves.

Suppose a concave function Ui(xi) is the utility function, where xi ≥ 0 denotes the

rate of a flow. The optimization problem can be formalized as follows:

max
xi

∑
Ui(xi) (4–4)

subject to
∑
i∈Kj

xi ≤ C (4–5)

xi ≥ 0. (4–6)

Kj in the constraints (4–5) represents the jth clique. These constraints mean that,

for each clique, the summation rate of all the flows in that clique can not exceed the

capacity C. Due to the continuous and the concave properties of the objective function

and the compactness of the constraints, an optimal solution exists. Letting x(t) to be the

primal variable for each flow and p(t) to be the dual variable for each clique, we have the

Lagrangian dual:

L(x, p) =
∑

Ui(xi) +
∑

j

pj(C −
∑
i∈Kj

xi). (4–7)

Since the objective function is concave and the constrains are linear, strong duality

holds. According to the strong duality theory, we have the following:

x∗ = arg max
x≥0

L(x, p∗) (4–8)

Here x∗ is the optimal solution for the primal problem and p∗ is the optimal solution

for the dual problem. Note that, here the dual variable p can be interpreted as the shadow

prices of the constraints. Each pj indicates the tension of each clique. When the clique’s

capacity has been almost used out, the price pj is high; on the opposite, when the clique’s
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capacity has a lot of free space, the price pj is low. Since every term containing xi in the

Lagrangian function is independent to xj, (j 6= i), the gradient of x can be decomposed to

every component. Suppose we use a gradient descent algorithm for the primal to achieve

the optimal, for every component, we have

xi(t + 1) = xi(t) + si(xi)L
′(xi). (4–9)

Here si(xi) is a step size. It can be a constant or a function of xi. Usually, this function is

a linear function of xi.

In the AIMD algorithm used in PFS (and PISD-RS) we have

xi(t + 1) =





xi(t) + αwi if
∑

i∈Kj
< C ∀j

βxi(t) if
∑

i∈Kj
= C for some j

Suppose at the equilibrium point, there are ni multiple decreases between two

consecutive additive increases (ni is not necessarily an integer), we have

xi(t + 1) = xi(t) + αwi − ni(1− β)xi(t). (4–10)

Let yi(t) = xi(t)/wi and substitute it in Equations (4–9) and (4–10) correspondingly:

yi(t + 1) = yi(t) + (s(yi(t) ∗ wi)/wi) ∗ (U ′
i −

∑
i∈Kj

pj) (4–11)

yi(t + 1) = yi(t) + α− ni(1− β)yi(t). (4–12)

When yi(t) is close to the equilibrium point, ∆yi(t) → 0, Equations (4–11) and (4–12)

should have the same derivative for yi with respective to time t. By making the positive

parts and negative parts equal to each other or just a constant factor of difference, we
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have:

s(yi(t)wi)

wi

U ′
i = γα (4–13)

s(yi(t)wi)

wi

∑
i∈Kj

pj = γni(1− β)yi(t) (4–14)

Equations (4–13) and (4–14) are for the positive and negative parts respectively. To satisfy

Equation (4–14), we should let

s(yi(t)wi)

wi

= γyi(t) (4–15)

then

s(yi(t)wi) = γyi(t)wi (4–16)

or

s(x) = γx (4–17)

Here γ is a constant factor. The equality of the negative parts shows that, when the

constraints for some cliques become tighter and the dual prices become higher, the flows in

these cliques perform multiplicative decreases more frequently.

By applying Equation (4–16) into Equation (4–13), we obtain that:

U = αln(xi/wi) + D (4–18)

where D is a constant. Since the utility function is a logarithm function [39], proportional

fairness is achieved.

4.10 Simulations on Proportional Fairness

We perform additional simulations to investigate the effectiveness of our new proposed

solutions. Simulations have also been conducted in Section 4.7 and 4.8, but they are in

rather small networks. In this section, we construct a relatively large network and perform

simulations on it. We revised ns2 (v2.32) [36] to implement PISD-RS, and PFS on top

of the IEEE 802.11b DCF. The parameters for DCF use the default values set by ns-2

according to the protocol standards. The transmission range is 250 meters, and the carrier
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sensing range is 550 meters. Network transmission rate is 11 Mbps. RTS/CTS control

packet is turned on. For the parameters in the proposed algorithms, α = 10 kBps, β =

0.5, λ = 0.2, Φ1 = 30 packets, Φ2 = 10 packets. Each packet is 1000 bytes long. Each run

of the simulation lasts 100 seconds.

The network that we built is shown in Fig. 4-27. There is a node at each of the

crossing points of a 9 by 9 grid. In the grid, the distance between any two adjacent

(horizontal or vertical) nodes is 200 meters. The network consists of 23 MAC flows as

shown in the figure. Contention is determined by the carrier sensing range. For examples,

flow f15 contends with f9, f10, f13, f14, f16, f17, f18, and f19.

We run IEEE 802.11 DCF, PISD, PISD-RS, and PFS one by one on the network,

and the simulation results are shown in Fig. 4-28. First, we see 802.11 DCF has severe

fairness problem. Some flows gain extremely high rates, while some flows are starved.

In the 23 flows, f8, f15, f16, f17, f20, and f21, are indeed getting a zero (or nearly

zero) throughput, which shows that 802.11 DCF is totally unacceptable. We then run

the original PISD protocol, under which all flows got similar rates around 60 packets

per second. This result is consistent to our study on the problem of PISD in Section 4.7.

Because under PISD multiplicative decreases are synchronized throughout the whole

network, many flows can not fully utilize their local channel capacity. The results given

by PISD-RS and PFS do not have this problem, where some flows gain much higher rates

than those in PISD, resulting a much better channel capacity utilization. Basically, both

PISD-RS and PFS work well in this network topology. PFS slightly outperforms PISD-RS,

since some very weak flows, such as f8, f11, f15, and f20, gain higher rates under PFS.

The reason is that, under PISD-RS flows with weak channel access ability are likely to fail

in channel jammings.

Finally, we want to take a brief discussion on the issue of total throughput. The

total rate of all the 23 flows in 802.11 DCF is higher than those in PISD-RS and

PFS. There are two reasons. First, fairness is indeed a contrary objective to total
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throughput optimization. Realizing fairness has to lower the total throughput as a

sacrifice. Proportional fairness is introduced to make a balance between fairness and

throughput. Second, there is overhead caused by the protocols. Some are tunable (such

as by the value of β), some are not. On one hand, we admit that there is still space to

improve throughput. On the other hand, the design of PISD-RS and PFS emphasizes

robustness and simpleness, which are also very important factors that make a protocol

really workable and practical.

4.11 Summary

In this chapter, we have investigated the unfairness problem in CSMA/CA networks.

We have shown that existing solutions based on overhearing are not effective when

contending nodes are outside each other’s transmission range. We have also shown that

the existing non-overhearing AIMD solutions do not work either. We then propose

our new fairness solution, PISD, which performs proportional increase synchronized

multiplicative decrease with background transmission to support not only fairness but

also weighted fairness in CSMA/CA networks, including IEEE 802.11 networks. We also

enhance PISD by introducing two schemes, PISD-RS and PFS, which are able to achieve

proportional fairness in networks consisting of multiple contention groups. To the best of

our knowledge, our work in this chapter is the first one that is able to achieve provable

fairness in CSMA/CA networks under realistic conditions where the carrier sensing range

and the interference range can be much larger than the transmission range.
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Table 4-1. Flow rates achieved by different protocols.

flow f1 f2 f3 f4 f5 f6 f7 f8 f9 f10
PISD 42.7 43.2 43.7 43.7 43.4 42.8 43.7 43.7 43.7 43.6

PISD-b 43.0 45.6 48.1 43.0 48.8 46.2 45.9 43.4 46.1 46.0
DCF 74.7 55.1 99.7 51.4 51.4 15.3 15.3 15.3 40.8 40.8
H.-B. 18.6 17.2 36.8 35.5 35.5 47.5 47.5 47.5 84.0 84.0

Table 4-2. Under different weight assignments, flow rates are always proportional to flow
weights.

flow f1 f2 f3 f4 f5 f6 f7 f8
weight 1 1 1 1 1 1 1 1
rate 53.3 51.9 53.2 53.3 53.1 53.4 53.3 53.0

weight 1 2 1 1 1 1 2 1
rate 43.4 82.1 41.6 43.4 41.7 41.7 82.5 43.4

weight 1 2 1 1 2 1 2 1
rate 38.9 75.2 38.6 38.9 77.2 38.9 77.31 38.7

weight 1 1 1 2 1 2 1 1
rate 43.6 41.2 42.9 86.7 43.4 86.6 43.1 43.3

weight 2 1 3 1 1 1 1 2
rate 72.4 35.4 105.5 35.8 36.2 36.3 36.0 72.3

weight 1 2 1 4 1 4 1 1
rate 28.4 55.5 30.9 112.8 30.9 112.6 30.8 27.8

Table 4-3. Flow rates achieved by PISD.

Flow Rate

(h1, h2) 74.0

(h3, h4) 73.9

(h5, h6) 73.5

(h7, h8) 73.6

(h9, h10) 73.9

(h11, h12) 74.0
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Table 4-4. Flow rates achieved by PISD-RS, compared with proportional fairness and
baseline 802.11 DCF.

Flow PISD-RS P-Fair 802.11

(h1, h2) 275.5 375.0 436.7

(h3, h4) 32.9 75.0 1.2

(h5, h6) 81.7 93.75 114.5

(h7, h8) 98.0 93.75 118.1

(h9, h10) 96.5 93.75 112.3

(h11, h12) 98.7 93.75 115.8

Table 4-5. Flow rates achieved by PFS.

Flow Rate

(h1, h2) 223.5

(h3, h4) 49.7

(h5, h6) 90.3

(h7, h8) 92.0

(h9, h10) 86.2

(h11, h12) 92.3
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Figure 4-1. Network of two flows, (a, b) and (c, d).
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Figure 4-2. Rates of two flows with respect to the distance between b and c. The distance
from a to b and that from c to d are both 150m.

Figure 4-3. Many contending nodes cannot be overheard by i.
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Figure 4-4. In general, Huang-Bensaou protocol does not work if any one of the
contending links cannot be overheard.
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Figure 4-5. Additive Increase
Multiplicative Decrease:
multiplicative decrease occurs
upon transmission failure.
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Figure 4-6. Additive Increase
Multiplicative Decrease:
multiplicative decrease occurs
when buffer occupancy passes a
certain threshold.
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Figure 4-7. Idle sense: The same contention window size does not ensure fairness.
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Figure 4-8. Synchronized multiplicative
decrease in TCP achieves
fairness.
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Figure 4-10. Synchronized multiplicative decrease equalizes the flow rates for the network
in Fig. 4-1.
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Figure 4-11. Rates of two contending flows under AISD with respect to time.
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Figure 4-12. Given wa,b = 3 and wc,d = 1, under PISD, the rate of flow (a, b) is about three
times that of flow (c, d).
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Figure 4-13. Rates of two contending flows under PISD with respect to time. wa,b = 3,
wc,d = 1, and the distance from b to c is 100m.
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Figure 4-14. Background transmission will utilize some unused channel bandwidth for
packet transmission.
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Figure 4-15. Network topology
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Figure 4-16. (a): Flow rates under IEEE 802.11 DCF. The lower curve shows the rates of
flows (a, h1), (a, h2) and (a, h3), which are the same. The upper curve shows
the rates of flows (b, h4), (b, h5) and (b, h6), which are the same; (b): Flow
rates under Huang-Bensaou protocol. Similarly, the lower curve shows the
rates of flows (a, h1), (a, h2) and (a, h3). The upper curve shows the rates of
the other three flows.
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Figure 4-17. Proportional Increase
Synchronized Multiplicative
Decrease achieves fairness
among all flows.
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Figure 4-18. Flow rates are slightly
improved with background
transmission.
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Figure 4-19. Increasing the value of β
reduces both convergence
time and channel coverage.
.
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Figure 4-20. Increasing the value of α
reduces both convergence
time and convergence
accuracy.
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Figure 4-21. Hosts h2 and h6 are changed to servers.
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Figure 4-22. (a) When the servers each have weight 3 and the clients each have weight 1,
the rate of a server is three times that of a client; (b) Downward spikes are
reduced when α is decreased.
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Figure 4-24. Ad hoc network topology
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CHAPTER 5
CONCLUSION

Two important problems in wireless networks are studied. They are end-to-end

service differentiation and rate assurance for multihop flows, and fairness for single-hop

MAC-layer links.

We present a new adaptive rate control function based on two novel protocols,

dynamic weight adaptation (DWA) and proportional packet scheduling (PPS), which

together enable prioritized rate assurance and sophisticated bandwidth differentiation

among end-to-end flows in multihop wireless networks. The new adaptive function

represents a paradigm change in fine-level bandwidth management without resource

reservation and admission control. Three objectives are achieved: rate assurance objective,

bandwidth differentiation objective, and no-starvation objective.

We demonstrate that CSMA/CA networks, including IEEE 802.11 networks, have

severe fairness problem in their MAC layer. Most existing solutions require nodes to

overhear transmissions made by their neighbors, and the effectiveness of these solutions

may be very limited when the carrier sensing range and the interference range are much

larger than the transmission range. We propose a new rate control protocol, PISD,

which is able to provide fairness with only localized operations and without relying on

overhearing. Moreover, as enhancements to PISD, PISD-RS and PFS are proposed to

achieve proportional fairness in networks consisting of multiple contention groups.
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